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Abstract

This paper describes how database benchmarks demonstrate the performance
of Red Hat Enterprise Linux AS and Oracle9i Database running on HP ProLiant
hardware. Combined with the compelling Total Cost of Ownership model
presented by this software and hardware combination, the paper shows why
solutions such as this are rapidly replacing proprietary RISC/Unix and Microsoft
Windows solutions.
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Executive Summary

During the Summer of 2002 TPC-C and ECperf Benchmark results were
published that dramatically demonstrated the benefits of migrating to a Red Hat
Enterprise Linux/Intel-based Architecture/HP ProLiant platform. These
configurations can offer significant performance and cost advantages over a
traditional RISC/Unix environment.

HP Proliant servers delivered the first Linux TPC-C benchmark results running
Oracle9i RAC on Red Hat Linux Advanced Server (this product has since been
renamed to Red Hat Enterprise Linux AS"). In that benchmark, an 8-node, 32-
processor cluster of DL580 servers achieved 138,362.03 transactions per
minute (tpmC) at a cost of $17.38/tpmC, setting a new price performance world
record for a clustered database. This benchmark illustrated the
price/performance leadership of Red Hat Enterprise Linux AS on HP Proliant
Intel-based servers, out-performing a configuration running Microsoft Windows
2000 Advanced Server and Microsoft SQL Server 2000 on a IBM eServer
xSeries 370 cluster with 32 processors.

(1)As of October 16, 2002: HP ProLiant DL580R, with 32 Intel Pentium 11l 900 MHz processors, Oracle9i Database Release 2 with Real
Application Clusters on Red Hat Linux Advanced Server, 138,362.03, $17.21/tpmC, available 03/05/03.

(2)As of October 16, 2002: HP ProLiant DL580R, with 32 Intel Pentium 11l 900 MHz processors, Oracle9i Database Release 2 with Real
Application Clusters on Windows 2000 Advanced Server, 137,260.89 tpmC, $18.46/tpmC, available 9/6/02.

(3)As of October 16, 2002: IBM eServer xSeries 370 with 32 Intel Pentium Ill 900 MHz processors, Microsoft SQL Server 2000 on
Windows 2000 Advanced Server, 121,319.23 tpmC, $18.97 tpmC, available 5/31/01.

Source: Transaction Processing Council (TPC), http://www.tpc.org

With this benchmark, HP ProLiant servers became the first industry-standard
server platform to offer enterprise-class performance for a clustered Oracle
Database in a Linux environment. It clearly demonstrates the cost and
maintenance benefits of running Linux-based software and industry-standard
hardware in enterprise operating environments.

The objective of this document is to describe the levels of stability, scalability
and reliability that can be achieved using this platform. In each case presented,
the Red Hat/Oracle/HP combination was the clear winner in price and
performance. Simply put, these solutions deliver better performance for the
price. In certain comparisons the performance improvements are very significant
and achievable at a fraction of the cost of other solutions.

Price/Performance

Red Hat Enterprise Linux AS has been optimized to provide exceptional

1 In March 2003 Red Hat Linux Advanced Server was renamed to Red Hat Enterprise Linux AS. While this paper
generally refers to the product by its new name, the benchmarks described, and the audited and published
results, were completed prior to the name change. As a result the original name is used in all formal benchmark

documentation.
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performance on Intel X86-compatible chipsets. Real-world examples from
enterprise users suggest that Red Hat Enterprise Linux AS 2.1 running on the
Intel Pentium 4 chip is able to match the performance of Solaris 8 when running
natively compiled C/C++ or Java code. Additional optimizations in specific
instances have been able to achieve two-to-five times increases in performance
over the application performance on Solaris. It is important to recognize that with
less expensive Intel-based hardware, it is probable that customers can purchase
substantially faster and more well-equipped industry-standard systems than they
would be able to get for the same price from with Solaris, allowing a dramatic
leap over Solaris in cost/performance.

Such statements, however, are directed only at raw processing performance. In
terms of /0O and network throughput, evidence suggests that the two
architectures are closer to parity. Fibre Channel attached storage reads, for
example, will not usually be noticeably faster on Linux than Solaris. However,
this still permits Linux a cost/performance edge because of the high value of HP
ProLiant servers. In certain networking circumstances, Linux is able to best
Solaris performance, although more at the application level than in terms of raw
TCP/IP or UDP throughput capabilities.

TPC-C and ECperf Benchmarks

The following paragraphs describe the recent audited benchmark results
achieved on the Red Hat Enterprise Linux AS operating system. It is worth
noting the rapid advances that have been made in Linux performance over the
past 12-18 months; the figures achieved in these benchmarks are nearly double
what could have been reached in 1999 or 2000. This rate of improvement
underscores the effectiveness of the Open Source development methodology
when combined with the experience of industry leaders such as Oracle and HP.

TPC-C Benchmark

Benchmark C from the Transaction Processing Performance Council is an online
transaction processing (OLTP) database server benchmark. The TPC-C is a
highly regarded benchmark that simulates a variety of transactions at various
user loads. The benchmark measures the throughput of a database server in an
OLTP client/server environment.The power and capacity of database software
and server hardware are measured in transactions per minute (tpmC).

The benchmark compares the tpmC results with the cost of hardware, software
and support for three years to get price/performance values.

TPC-C simulates an environment where a body of virtual users is measured
performing a variety of interactive transactions. The best simulations are not
limited to a particular branch, but reflect an industry of activity. Though the test
focuses on online retail activity, the results are applicable to any enterprise that
must manage the sale and distribution of any product or service.

Red Hat Enterprise Linux benchmark results
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The configuration used by the Red Hat Enterprise Linux AS, Oracle9i Real
Application Clusters (RAC) and HP ProLiant server benchmark is shown in
Figure 1. Eight 4-CPU DL580 servers hosted the Oracle9i Real Application
Clusters database, which was located on 18TB of storage (configured using
SAN Fibre Channel switches and 32 HP MSA1000 storage subsystems). The
complete configuration had approximately 1,000 disk drives. 16 dual processor
DL360 systems were configured as the database clients.

HP ProLiant DL580 - PDC 32P
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Figure 1 - TPC-C Benchmark Configuration

HP Proliant DL580 G1 servers running Red Hat Enterprise Linux AS not only
delivered the first Linux TPC-C benchmark results running Oracle9i Real
Application Clusters, but also set a new world record in price/performance for a
clustered database.

Table 1 outlines the results from the three benchmarks published on the
Transaction Processing Performance Council web site.

Company Throughput TPC-C Price/System Operating

Performance Database

Hewlett Packard 138,362 tpmC $17.87 Red Hat Linux Oracle9iRAC
Advanced Server 2.1

IBM 121,319 tpmC $18.97 Microsoft Windows SQL Server 2000
2000 Advanced Server

Hewlett Packard 137,260 tpmC $18.46 Microsoft Windows Oracle9iRAC
2000 Advanced Server

Table 1 - TPC-C Benchmark Results

.As of September 17, 2002: HP ProLiant DL580R, with 32 Intel Pentium Il 900 MHz processors, Oracle9i Database Release 2 with
Real Application Clusters on Red Hat Enterprise Linux AS, 138,362.03 (Oracle best 32 processor cluster result - original publication
date 9/16/02), $17.38/tpmC, available 03/05/03 (1). HP ProLiant DL580R, with 32 Intel Pentium [l 900 MHz processors, Oracle9i
Database Release 2 with Real Application Clusters on Windows 2000 Advanced Server, 137,260.89 tpmC, $18.27/tpmC, available
9/6/02. IBM eServer xSeries 370 with 32 Intel Pentium Il 900 MHz processors, Microsoft SQL Server 2000 on Windows 2000
Advanced Server, 121,319.23 tpmC (Microsoft best 32-processor cluster result - result withdrawn 9/17/02), $18.97 tpmC, available

Red Hat Enterprise Linux benchmark results



Q redhat

5/31/01 (2). The TPC-C is an OLTP (online transaction processing) benchmark developed by the Transaction Processing Performance
Council (TPC). The TPC-C benchmark defines a rigorous standard for calculating performance and price/performance measured by
transaction per minute (tpmC) and $/tpmC, respectively. Source: Transaction Processing Council (TPC), http://www.tpc.org

The table illustrates that you get greater business throughput with a Red Hat,
HP, Oracle system than with Microsoft Windows 2000, at a lower cost. The
solution provides more transactions completed, more customers served, for a
lower cost of selling in terms of time and price.

The Executive Summary Report for the benchmark is included in the
Appendices, and results from all TPC benchmarks can be found at http:

[lwww.tpc.org.

ECperf Benchmark

ECperf is a benchmark for measuring performance and scalability of J2EE
servers. ECperf measures the performance and scalability of distributed
JavaBeans applications under interactive load patterns. It is a relatively new
benchmark, designed for today's application server market.

ECperf uses the metaphor of a manufacturing and supply chain management
system to create a real-life, enterprise-level distributed application problem. It
stresses enterprise JavaBean capability to handle complex interactive
transaction environments. Like TPC-C, ECperf compares the number of
transactions to the cost of ownership over a period of time. The configuration for
the recent Red Hat Enterprise Linux AS, Oracle9i Application Server
(Oracle9iAS) and HP ProLiant benchmark is shown in Figure 2. The Application
Servers were comprised of three dual-CPU DL360 G2 servers while the
Database Server comprised a single 4-CPU ML570R configured with 16GB of
memory and approximately 160GB of disk space.

Table 2 compares the performance of three recent ECperf benchmarks. The HP
DL360G2 solution, which used Red Hat Enterprise Linux AS and Oracle9iAS, is
the price/performance winner. In fact, at the time of writing, this benchmark is
the current world record holder.

System Bbops/min @ STD Price $/Bbops/min @ STD
HP DL360G2 cluster 24639.37 $5.00
Dell Power Edge 4600 8286.73 $6.00
IBM eServer x330 cluster 32581.47 $11.00

Table 2 — ECperf Benchmark Results

ECperf is a J2EE application server benchmark that represents real-world business applications; ECperf results indicate how much a
specific hardware and software configuration costs to operate, and how much performance it delivers. For more information, see http:
Ilecperf.theserverside.com/ecperf/index.jsp.

The Summary Statement for the benchmark in included in the Appendices, and
results from all ECperf benchmarks can be found at http:
[lwww.theserverside.com/ecperf.
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Figure 2 - ECperf Benchmark Configuration
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Total Cost of Ownership

Modern benchmarks such as TPC-C and ECperf attempt to synthesize the
complete cost of a given computing environment — as seen above, they include
both price/performance and raw performance results. In most cases the
price/performance results are the most useful to potential customers, since
achieving a leading performance figure is generally a matter of configuring the
largest possible system. But in order to provide price/performance figures the
benchmark auditors require that vendors provide guaranteed costs for hardware

and software, and up to three years of 24x7 support (in the case of TPC-C). This
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ensures that the figures are based in reality.

However, benchmark price/performance figures do not tell the whole story
because there are other costs that real-world IT departments must consider.
These include less tangible elements, such as IT staffing and training levels,
upgrade costs, migration or porting costs, security management, capital
depreciation rates, vendor discounts, and acquisition of other software and
hardware (for example: storage management software or printers). Cost
analyses that take the complete IT infrastructure into account--known as Total
Cost of Ownership (TCO) studies--are typically undertaken by industry analyst
groups, such as IDC, Gartner, or the Robert Frances Group.

IDC TCO Study

While Red Hat Enterprise Linux products have been garnering leadership
benchmark figures, industry analyst reports on Linux solutions have also widely
reported the considerable TCO savings that can be achieved. A recent IDC
research study revealed the three-year cost of ownership savings and return on
investment for enterprises that migrated their RISC/Unix/Oracle environments to
Oracle running Red Hat Enterprise Linux on Intel-based platforms such as HP
ProLiant servers.

To summarize, IDC found that "organizations running Oracle Database on Red
Hat Enterprise Linux and Intel-based platforms incur roughly half the total costs
of organizations with a Unix environments."

Oracle Database implementations on Linux were, on average, 49% less costly
over a three-year period. Linux had cost advantages in multiple areas, including
hardware, software and IT staffing. Table 3 shows the IDC survey results for an
average 100-user implementation.

Costs per User Linux Unix
(100 Users)
Hardware $1,077.00 $3,060.00
Software $1,058.00 $2,627.00
IT Staff $942.00 $4,507.00
Other $4,423.00 $4,874.00
Total Costs $7,500.00 $15,068.00

Table 3 - Three year cost comparison ($). Source IDC, 2002

The study also found costs for deploying Oracle Database on the Red Hat Linux
and Intel-based platform were more than repaid by savings achieved through
increased efficiency, productivity, and availability. Average savings totaled
$625,559 annually per firm surveyed, a 714% return on investment (Table 4).
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Three-year ROI Three-year Total

Total average benefits $1,876,677.00
Total investment $209,081.00
Cash flow $1,667,596.00
Net present value $1,492,477.00
ROI 714%
Payback 120 days

Table 4 - Three year ROI Analysis. Source IDC, 2002

According to IDC analyst Randy Perry, "IDC believes a successful challenge to
Unix is possible, given the compelling cost advantages presented by Red Hat
Linux on Intel-based servers. The business case for considering Red Hat Linux
on industry standard servers is certainly being made. Now it needs to be heard
and considered by IT and business decision makers."

In order to gather sufficient data, these results were recorded over a three-year
period. A full copy of the IDC report can be obtained at http:
[lwww.redhat.com/mktg/idc_sep02.

Robert Frances TCO study

Recent study by the Robert Frances Group (RFG) compared the cost of Red Hat
Linux solutions against Sun Solaris and Microsoft Windows solutions. To
summarize, RFG found "that Linux was the least expensive platform to deploy
and operate. Although some initial costs were higher at points, the ability to
massively scale the product without paying additional license fees can yield
significant cost savings over the long term."

Case Year 1 Year 2 Year 3

Linux $49,931.00 $62,203.00 $74,475.00

Solaris $421,718.00 $491,619.00 $561,520.00
Windows $91,724.00 $141,193.00 $190,662.00

Table 5 - Three Year Cost Comparison. Source: Robert Frances Group, 2002
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As mentioned earlier, benchmarks do not include such costs as IT staff salaries,
even though they can be a significant component of the overall TCO. Table 6
compares expected administrator costs for Windows, Solaris and Linux.

Case Salary per Admin Servers per Admin Salary per Server

Linux $71,400.00 44 $1,623.00

Solaris $85,844.00 6.4 $13,413.00
Windows $65,500.00 10 $6,850.00

Table 6 - Administrator salaries/server. Source: Robert Frances Group, 2002

The report concludes: "RFG believes IT executives should examine and pilot
Linux server deployments, as the oft-quoted cost savings possible by deploying
the platform were confirmed by this study...Overall, given its low cost and flexible
licensing requirements, lack of proprietary vendor goals, high level of security,
and general stability and usability, Linux is worth considering for most types of
server deployments.”

A full copy of the RFG report can be obtained at http:
[Iwww-1.ibm.com/linux/REG-LinuxTCO-vEINAL-Jul2002.pdf.

Red Hat Enterprise Linux product family

A major component in achieving the benchmark results described above is the
provision of a robust, high performance operating system. The operating system
used, Red Hat Enterprise Linux AS, takes the value and features inherent in the
standard Red Hat Linux platform and adds the reliability, availability, scalability,
and manageability features that enterprises require in mission-critical IT
deployments.

The Red Hat Enterprise Linux product family has grown from a single product in
early 2002 to a portfolio of products that cover a wide range of commercial
computing needs. The original product, Red Hat Linux Advanced Server was
used for the benchmarks described in this paper. However, all the products in
the Red Hat Enterprise Linux family share the same core software components,
so that benchmark results obtained with one member of the family can generally
be assumed relevant to other family members. By early 2003 the Red Hat
Enterprise family contained the following products:

« Red Hat Enterprise Linux AS (originally named Red Hat Linux Advanced
Server). This product is the top-of-the-line server operating system solution. It
provides support for the largest X86-based systems and is appropriate for
large departmental and corporate IT deployments

« Red Hat Enterprise Linux ES. This is a variant of the AS product designed for
entry-level and mid-range server deployments.

« Red Hat Enterprise Linux WS. This is the client-side partner to the AS and
ES server products. It is suitable for client-server applications and

Red Hat Enterprise Linux benchmark results
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technical/commercial desktop applications.

« Red Hat Linux Advanced Server for the Itanium Processor. This product
provides equivalent functionality as Red Hat Enterprise Linux AS, but
supports Intel's Itanium 2 processors.

« Red Hat Linux Advanced Workstation for the Itanium Processor. This product
provides equivalent functionality as Red Hat Enterprise Linux WS, but
supports Intel's Itanium 2 processors.

During the development of Red Hat Enterprise Linux AS, Red Hat engineers
worked closely with Oracle and HP development groups to provide the
capabilities that these experienced, industry-leading suppliers required. The
following table details some of the kernel enhancements of Red Hat Enterprise
Linux products. In combination these features significantly improved the
performance of the kernel, providing a critical foundation for the record beating
benchmark results.
Feature

Function Benefit

Asynchronous 1/O 1/O operations do not need to block

application processing

Improved application 1/0
performance - especially for high-
end multiuser environments

Improved SCSI & Fibre Channel
1/0O performance for SMP systems

Fine-grain 1/0
Spinlocks

Enable parallel I/0O processing on SMP
systems

Bounce Buffer
Elimination

Removal of bounce buffer permits direct
memory access I/O operations in
systems with large memory (>GB)

Improved application performance;
reduced in-memory copy
operations

Improved Process
Scheduler

Process-CPU affinity in SMP systems.
Per-CPU process scheduling improves
CPU cache hit rate and reduces
scheduler spinlock contention

Improved application performance
and system throughput

Table 7 - Red Hat Enterprise Linux kernel performance enhancements

The Red Hat Enterprise Linux family has been enthusiastically adopted by
leading ISVs and OEMs. It is certified by top software and hardware vendors like
Oracle, HP, Veritas, BEA and Dell. It is delivered using an extended release
cycle, 12-18 months, compared to 4-6 months for the traditional Red Hat Linux
Professional and Personal consumer/retail products. This allows IT managers to
lock down their systems on a single, stable release.

In addition to the kernel features described above, Red Hat Enterprise Linux

products provides a number of other capabilities, including:

« High availability clustering. This feature permits almost any application,
such as Web or file and print server, to be made highly available, but was not
required by the TPC-C benchmark, which used the clustering capabilities
inherent in the Oracle9i Real Application Clusters product. (Note: This
capability is provided in Red Hat Enterprise Linux AS only.)

- Load-balancing clustering. Provides the ability to distribute and load

balance IP-based traffic and network service requests across a farm of

Red Hat Enterprise Linux benchmark results
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servers. This improves network availability and scalability. (Note: This
capability is provided in Red Hat Enterprise Linux AS only.)

- Java support. Inclusion of a JDK/JRE integrated into the operating system.

< ISV certification. Red Hat worked with key enterprise software vendors to
develop Red Hat Enterprise Linux products. Its features and stability are such
that most enterprise ISV vendors have selected it as the most suitable
platform on which to certify their applications.

« Subscriptions. Red Hat Enterprise Linux products are purchased as an
annual subscription, which includes comprehensive support: upgrades,
unlimited incident remedial services, and software updates through Red Hat
Network.

For additional information on Red Hat Enterprise Linux performance, scalability
and availability features refer to the relevant white papers at: http:
[lIwww.redhat.com/software/advancedserver/technical/whitepapers.html.

Oracle9i Real Application Clusters

Oracle9i Real Application Clusters (RAC) offers major enhancements in the
areas of scalability, availability and manageability. The most significant
technology breakthrough is the complete implementation of its shared cache
architecture that for the first time enables highly scalable applications to be built
without worrying about data partitioning. With RAC, you can scale efficiently by
simply adding servers to your overall cluster as the demand grows and provide a
higher availability solution than traditional cluster databases. This is because
RAC provides near continuous, uninterrupted data access with minimal
interruption as a result of hardware and software component failures. The
system is resilient to multiple node losses and end-users never notice
component failures.

The Real Application Clusters architecture presents DBAs with a single
management entity--a single system image. And this single system image is
preserved across the cluster for all management operations.

DBAs can perform installation, configuration, backup, upgrade, and monitoring
functions once. Oracle then automatically distributes the execution of these
management functions to the appropriate nodes within the cluster. The DBA
thus manages one virtual server.

Key benefits of RAC

« Pay as you grow

The ability to harness the less expensive processing power of cost-effective
servers is just the start of the cost savings you will realize with Oracle9i Real
Application Clusters. The ability to easily implement a scale out solution means
that you do not have to pay for processing power until you actually need it.

« Predictable Scalability

Red Hat Enterprise Linux benchmark results
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RAC gives you scalability on demand because you no longer have to predict you
scalability needs. You simply add servers to your Real Application Clusters
database, as you need them.

+ TCO benefits

With RAC, you can lower the overall TCO of your system by using cost-effective
hardware, lower personnel cost and lower cost of downtime to your business.

- Scalability with Availability

Oracle9i Real Application Clusters provide highly available systems with the
same hardware and software used to deliver scalability. Every server in a Real
Application Clusters database acts as a backup for every other server in the
cluster. Real Application Clusters provide a "hot standby" system, which means
that the users of a failed server can be failed over to an active server in less than
one minute.

« Server Consolidation

With RAC, you can scale your enterprise database across many machines, as
you need them. This capability makes server consolidation an attractive target.
Since a Real Application Clusters database is managed like a single Oracle
instance, you can reduce your overall cost of maintenance as you consolidate
servers.

To get more information on Oracle9i Real Application Clusters, please visit http:
/lwww.oracle.com

HP ProLiant

The TPC-C and ECperf benchmarks discussed in this paper both required
significant hardware infrastructure. For the TPC-C benchmark, the value of the
hardware configuration exceeded $1.5M, with over $800,000 for the storage
subsystem alone. For both benchmarks, Hewlett Packard industry standard
ProLiant servers were chosen. The HP ProLiant DL and ML series servers that
were used are ideal to meet the rigorous and growing demands of today's
business-critical data center and ASP/ISP computing environments.

For technical specifications on all the hardware components used by the
benchmarks please refer to the appropriate pages at http://www.hp.com/linux.
However, a brief look at the the new ProLiant DL580 Generation 2 (G2) system,
provides an indication of the capabilities of the HP ProLiant sever family.

The DL580 -G2 is an enterprise-class, 4-CPU server designed for environments
that require maximum computing power and robust high-availability features in a
versatile, rack-optimized form factor. It combines maximum levels of compute
performance, system availability, and manageability with a flexible, rack-
optimized design to deliver outstanding resource efficiencies to the enterprise
data center.

The ProLiant DL580 G2 boasts an impressive array features:

Red Hat Enterprise Linux benchmark results
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Hot-pluggable and redundant components, including embedded RAID
and advanced multibit ECC memory correction technology. Design

excellence in serviceability and manageability enables rapid setup and
deployment, easy management, and tool-free maintenance of multiple

servers.

Outstanding manageability through Insight Manager, Remote Insight
Manager Lights-Out Edition, and SmartStart:

o

HP Insight Manager monitors and controls the operation of HP
servers and clients, and provides remote server management in
corporate data centers and remote sites. Insight Manager
reduces system management costs by providing centralized
fault, configuration and performance information, improves
operational efficiency through extensive remote management
capabilities, and decreases server downtime through proactive
fault management and version control.

HP Remote Insight Lights-Out Edition eliminates many of the
problems of centralized management by giving IT administrators
7x24x365 access to their servers, providing full control of
hardware and operating systems through a client browser that
can be used no matter where they are.

The HP SmartStart for Servers tool configures HP hardware,
loads optimized drivers, and assists with software installation. It
also provides functionality for integrating operating systems on
HP servers to achieve optimum reliability and performance.

An HP ProLiant Customer: Primesteam

Primestream is a Florida-based corporation founded in January 2000 by a group
of experienced broadcasting and telecommunications executives to exploit the
Internet's potential as a medium for secure delivery and acceleration of all types
of digital content and applications, including audio, video and other forms of
corporate collaboration and communications.
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Figure 3 - Primestream Network Operations Center

The following quote from the CEO of Primestream summarizes the value of the
HP range of servers:

"Overall, ProLiant servers are highly stable. As you can imagine, that's critical to

Red Hat Enterprise Linux benchmark results
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our business - our customers expect excellent transmission capabilities from us,
24x7. We've found that other servers either have high initial rates of failure, or
can't go a long time without problems. ProLiant servers work right out of the box
- and continue doing so."

-- Claudio Lisman, CEO, Primestream

Conclusion

The successful combination of the Red Hat Enterprise Linux AS operating
system, Oracle9i Real Application Clusters and Oracle9i Application Server, and
Hewlett Packard DL and ML series servers has delivered impressive, conclusive
results for two of the IT industry's toughest benchmarks--TPC-C and ECperf.
These benchmarks are widely respected for their relevance to real-world
situations. Customers adopting these technologies will benefit from the same
potent mix of high performance at an unbeatable price. Red Hat Enterprise Linux
AS provides the foundation that brings together the pricing advantages of
commodity Intel-based hardware with the performance and scalability that was
previously only available from proprietary Unix environments.

Red Hat, Oracle and HP have worked together closely to create a strong
partnership that delivers leadership customer solutions today, and will continue
to do so in the future. The three companies continue to work together on future
products, including development and testing of Oracle Database with Red Hat
Enterprise Linux products on Itanium 2 based, 64-bit servers and workstations (a
TPC-C benchmark using an HP RX5670 Itanium 2, with Oracle 10i and Red Hat
Linux Advanced Server for the Itanium Processor was published in November
2002). Oracle recently released its Cluster File System under the GPL license
and is now working closely with Red Hat to help bring this exciting technology to
the Red Hat Enterprise Linux family.

IT managers wishing to benefit from reduced Total Cost of Ownership,
leadership performance, and adherence to industry standards while demanding
that their vendors are stable and have a long-term commitment to their
technologies need look no further than Red Hat, Oracle and Hewlett Packard.

Red Hat Enterprise Linux benchmark results
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Appendix A - TPC-C Executive Summary

The Full Disclosure Report for the TPC-C benchmark runs to 219 pages, and
can be obtained at http://www.tpc.org. The three page Executive Summary
report is shown below.

HP ProLiant DL580 - PDC
32P C/S

TPC-C Rev. 5.0

Report Date: September 16,
2002
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Fartitioning Options

HP ProLiam DL580 - PDC 32P

ﬁ e -
1 e |
kbt BoE | m——
; ' - 16" DL360 B2
32 * MSA00 4 SAN Switch 8" DLse0 -
48+ 4314R ]
. 1GBit Q0 Ikit
. N
u|. | e e m—
skt i
Server Clients
Systern C. Cuantity D escription Quantity Dascripti
Frocessor a2 Pentium Il X200MHz/ZMB | 22 Fantium 10 1400
MHz/133 258K
Mamory a2 4GB a4 1GB
Disk Contmllers a2 FCA 2214 - Fibre Channs|
HEA
a2 Modular SAN Amay 1000
45 StoragaWorks Enclosurs
Model 4214R
4 StoragaWorks SAN Switch
2 EL
Disk Drives a7e 18.2GB 15K -] 18 2-GB 10K
-] 18.2GB 10K
Total Storage 18054 GB
Taps Drives 1 12/24- Gigabyts DAT

HP TPC-C Execwtive Summay

© T00C Hewlett Packard Company. All nghts wserved.

HP ProLiant DLS80 - POC 2P TPC C ES
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MP ProLisnt DL580 - PDC 02000 32P TPC-C Rev. 6.0
| . with 16 ProlL iant DL3S0R Report Date: 16-Sep 02
- - - Extended Ty Mami
Descriptian Part Number Third Party Unit Price ity Price Brice
Server Hardware Brand Pricing
Proliant DL 280R ¥s08 2ME 1024 1556 19-003 1 18,128 ] 1®a32
PIll X900-ZME Processor Opton Kit for ML 370/0L 380 222z7-021 1 6,199 1] 99,184
45 SDRAM (4x1GB) ml‘}-ﬂz} 1 ]Inﬂ n 127 %68
i PC b¥ Gigabit Seroer Amaper 244843-821 1 227 s 5e32
Meauiar SAN Sray 1000 201723-821 1 n 319840
srorage arks Enclosune Mool 43148 - Rack -mauntable 190206-801 1 L] 141840
arks SN Switch 2/ 18 EL 283056-821 1 4 59,000
FCA 2314 - Flore Chanmel HEA 201541-821 1 n 50.8%0
V8708 Calor Maniter - 15 inch C AT - Opal 228113-001 1 ] 1,352
2955 13-822 1 i 852
2427 04-001 1 4 352
18.2-GE Pluggable 17 Universal Wigell a3 19K H DO 198122-822 1 78 436272
18.2-3E Pluggable 1° Universal Wigelllvaa 19K H D0 (10% spores | 198122-822 1 L] 43308
18.2GE Pluggable Ulvas SCS! 18K 1° Universal HD D 142673-822 1 ® 5104
ack Moael 8142 (42U - Opal - Fat Pallet 120663-821 1 L] s
JHP Rack Sigewall kit 120670-821 1 1 N3
[HF Rack Coupling Kit 120669-B21 1 ¥ 595
Enhanced Heyboars 122660-006 i 1 152
JHP Mla.se iTo288-821 i H It 5
PA-M 1724-38Y R 2457 4HR 500 Srs Sw BC 401782-002 i 7 H 1+ 2l
PA-FCT24-38 3V R 2447 dHA RA4oMEL 1SR 402184-002 i 1,850 p . 62400
P-4 ET24-38 3V A 2457 JHR BMPTY DEK BNCL 171242-002 1 »wy & 1538
PM-FS724-38 3YF 2407 4HA, FOSAN SWITCH P 161308-002 L] 4538 s 18152
JHetGear GS508T 10100 1000 C opper Gigabit Swinh GES0ATHA WeGear § 7a ] 157
Subtotl 1,302 722 TdE 254
Server Software
|oraciesi DB En:. Bxi. R, 2, per prosesser for 3 years Fun ime Omele 3 n 940,000
Real Application Ch.sters, per prosessar for 3 Vears Fun §me e e 3 n 320,000
Partifoning, per processor for 3¥ears Fum §me e le 3 n 160 000
[Cracie Database Server Suppart Package for 3 years Fum §me Cime b 3 = 48,000
Rea Hat Lims Aovances Server 2.1 [Basis| FHFIOSOUS RedHu 2 g 6,400
Rea Ha Twe acaitonal ear maintenance ana scpport RHFOOSEUS RedHm 2 s 12200
Subtotal 1,126 400 €0.800
Clieni Aardwa e
[ProLiant DL 38R0z F1.40133-298 128MEB 23271000 1 222 18 J5pes
15 Rag 1330H: SORAM O MM 128280-B21 1 -1 &4 58320
1 40GHz PNl Processor Opiom Kit (DL 380 G2) 2332738 1 804 ls 1215es
PIC 3134 64 PC) Dual 107100 L1 apton kit 138803-B21 1 285 ls =500
578 Coler Mankar - 15 inch & AT - Opal 22813001 1 188 ] 169
P Enhancec Key boars 122 660 -008 1 4 1 44
HP Mousze 170298-821 1 a 1 1
18 2GE Pluggable Ulra3 SCS1 10K 1" Universal HD D 142673-822 1 s ls ERTY
[AM-Lor24-303Y R 2457 4HR 300 5 182857 -002 1 1450 18 15200
Subtotal I!i.ﬂ ;! m
[Client Sottware
EEL Tusess 8.0 Teir | BEA a 1008 is 48,000 30240
[Fiee Hat Linus Persanal (unlim ke sopies | FHFOSEUS  Red Hax 2 &0 1 wd
JFiec Hat Linux Personal @ systerms « 3 pears me s Bunck: MCTE1T2US RedMmx 2 4poa kS 2800
Subtotal 14 060 16 880
iy
PlecGear GS516T 10/100/1000 Copper Gigabis Switsh GS518THA  Meear & 1 400 4 5508
Subtotal L] ]
Jorade M aneatery E-Business Discount (License ang Suppery Grache E) (4292 D)
L arge Purchase anc Cash ciscount (See Mot 1) 17.0% 1 (4256270
Tow ¥ S g ge7)
o T e v S —
s chan: of thc mancd nd e uall - d Special Three-Year Cost of Ownership:  $2.380 546
e ca bamid on asm mpion s abou fpast @ s puich s s eetpoumiged Al emuns
et stundad pic g pobcios o the la pmC Rating: 138 36203

HP TPCC Executive Surmmary HP PraLiant DLS80 - PDC 2P TPCCES
© 2002 Hewlett Packard Company. All rights mserved.
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Numerical Quantities Summary
MQTH, Computed Maximum Qualified Throughput

Response Times (in seconds)
New-Ovder

Payment

Order-Status

Delivery (interactive pottion)

Delivery (defecred portion)

Stock- Level

Menn

Transaction Mix, in percent of total transaction

New-Ovder

Payment

Order-Status

Delivery

Stock-Level

Emulation Delay (in seconds)
New-Ovder

Paymemnt

Order-Status

Delivery (imteractive)

Stock-Level

Keying/Think Times (in seconds)
New-Ovder

Payment

Order-Status

Delivery (imemactive)

Stock-Level

Test Duration
Ramp -up tums
Measnrement imterval

Transactions (all types) completed during measoe ment urerval

Ramp down time

Checkpointing
Nuombet of checkpoints
Checkpoirt interval

Average
0.893
0574
0.643
0.260
0419
0581
0.102

Min.
18.005/0.000
3.010/0.000
2.010/0.000
2.010/0.000
2.010/0.000

138,362.03 tpmC
90% Maximum
1.992 85290
1.146 84770
1.339 45256
0.349 §1.913
0.793 82.654
0.831 81376
0.102 0.328
44.916%
43.019%
4.020%
4.025%
4.020%
Resp.Time Menu
0.10 Q.10
Q.10 Q.10
0.10 Q.10
Q.10 Q.10
Q.10 Q.10
Average Max.
18.008/13 406 18.022/134.006
301812016 3.032/120.045
2.018/10015 2031/100077
2.01%5.025 2.031/50.179
20185014 2.030/50 096
102 minmes
120 minmes
38453521
56 minote s
4
30 minote s

HP TPC < Bxecutve Summary
© 2007 Hewlent Packard Commpany. All nights wserved.

HP Proliant DLSE0 - PDC 32P TPC C ES
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Appendix B - ECPERF Summary
Statement

The Full Disclosure Report for the ECperf benchmark runs to 25 pages, and can

be obtained at http://www.theserverside.com/ecperf. The summary statement
from the report is shown below:

7.3 Summary Statement

7.3.1 Summary Statement

Application Server

HP: Hew lett-Packard DL360G2

Oracle: Oracle9iAS Release 2 Standard Edition v9.0.2.1.0
Oracle: Oracle JDBC Driver v9.0.2.1.0 (Type 2)

Oracle: Oracle Client v9.2.0.1.0

Red Hat: Red Hat Linux Advanced Server 2.1

Database Server

HP: Hewlett-Packard ML570R

Oracle: Oracle9 Release 2 Standard Edition v9.2.0.1.0

Red Hat: Red Hat Linux Advanced Server 2.1

Networking

Linksys: Etherfast 10/100 Dual Speed 8 Port Switch, Model #ZXS88R
Etherfast 10/100 Dual Speed 16 Port Switch, Model #DSSX16

Metrics: 24,639.37 BBops/min @ STD, $5/BBops/min @ STD
Availability Date: 9/17/2002
Bean Deployment Mode: CMP only
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