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This document summarizes the changes to the kernel between the September 1983 4.2B$D distrib
tion of UNIX® for the \AX$ and the March 1986 4.3BSD release. It is intended to provide sufficient infor
mation that those who maintain therkel, hae local modifications to install, or who V& veasions of
4.2BSD modified to run on other hararg should be able to determinevhio integrate this version of the
system into their efironment. Asalways, the source code is the final source of information, and this docu-
ment is intended primarily to point out those areas that deanged.

Most of the changes between 4.2BSD and 4.3BSD fall into one@beatgories. Thesare:
* bug fixes,
» performance impreements,
« completion of skeletal facilities,

» generalizations of the fram@rk to accommodate mehardware and software systems, or to
remove hardware- or protocol-specific code from common facilities, and

* new protocol and hardware support.
The major changes to the kernel are:
» the use of caching to decrease therleead of filesystem name translation,

* anew interface to thenameiname lookup function that encapsulates the arguments, return infor
mation and side effects of this call,

* removal of most of the Internet dependencies from common parts of the network, and greater
allowance for the use of multiple address families on the same network hardware,

» support for the Xerox NS network protocols,

» support for the VAX 8600 and 8650 processors (with UNBand MASSBUS peripheralsuth
not with CI bus or HSC50 disk controllers),

* new divers for the DHU11 and DMZ32 terminal multiplexors, the TU81 and other TMSCP tape
drives, the VS100 displayhe DEUNA, Excelan 204, and Interlan NP100 Ethernet* iates,
and the ACC HDH and DDN X.25 IMP interfaces, and

« full support for the MS780-E memory controller on theXV11/780 and 11/785, using 64K and
256K memory chips.

This document is not intended to be an introduction to the kernel, but assumes familiarity with prior
versions of the &rnel. Othedocuments may be consulted for more complete discussions dadriied knd
its other subsystemd=or more complete information on the internal structure and interfaces of therketw
subsystem, refer to “4.3BSD Networking Implementation Nbtes.

F DEC, VAX, PDP, MASSBUS, UNIBUS, Q-busanduLTRIx are trademarks of Digital Equipment Corporation.
* Ethernet is a trademark of Xerox Corporation.
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1. Generalchanges in the kernel
This section details some of the changes that affect multiple sections of the kernel.

1.1. Headerfiles

The kernel is n@ compiled with an include path that specifies the standard location of the common
header files, generallgys/hor ../h, and all kernel sources ta had pathname prefixes rexsd from the
#include directives for files in../h or the source directoryThis makes it possible to substitute replacements
for individual header files by placing them in the system compilation directory or in another directory in the
include path.

1.2. Types

There hae been relatiely few changes in the types defined and used by the system. One significant
exception is that ne typedefs hae been added for user IBand group IDS in the kernel and common data
structures. Thesipedefsuid_tandgid_t, are both of typeu_short This change from the previous usage
(explicit shortints) allows user and group IDgeater than 32767 to work reasonably.

1.3. Inline

The inline expansion of calls to various trivial or haaderdependent operations has been a useful
technique in thedrnel. Inprior releases this substitutiorag/done by editing the assembly language out-
put of the compiler with the sed scrgmgm.sed This technique has been refined in 4.3BSD by usingva ne
program,inline, to perform the in-line codexpansion and also optimize the code used to push the subrou-
tine's goerands; where possiblialine will merge stack pushes and pops into direct register loAts,
this program performs the in-line code expansion significaasiief than the general-purpose stream editor
it replaces.

1.4. Processor priorities

Functions to set the processor interrupt priority to block classes of interruptédaem used iwNIX
on all processors, but the names of these routines dwaays been devied from the priority leels of the
PDP11 and the UNIBS. Inorder to clarify both the intent of efsted processor priority and the assump-
tions about their dependencies, all of the functigpi®, whereN is a small nonzero inger, have been
renamed. Ireach case, the wename indicates the group of devices that are to be blocked from interrupts.
The following table indicates the old andwneames of these functions.

New Name - Devices Blocked - Old Name - VAX IPL
splO - None - spl0 - 0

splsoftclock - Software clock interrupts - None - 0x08
splnet - Software network interrupts - splnet - OxOc
spltty - Terminal multiplexors - spl5 - 0x15

splbio - Disk and tape controllers - spl5 - 0x15

splimp - All network interfaces - splimp - 0x16
splclock - Interval timer - spl6 - 0x18

splhigh - All devices and state transitions - spl7 - 0x31

For use in device dviers only UNIBUS priorities BR4 through BR7 may be set using the functions spl4,
spl5, spl6 and spl7. Note that the latteotmow correspond to XX priorities 0x16 and 0x17 respegtly,
rather than the previous 0x18 and Ox1f priorities.
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2. Headerfiles
This section details changes in the header filésysth

acct.h Process accounting iswalone in units of #AHZ (64) seconds rather than seconds.
buf.h The size of the buffer hash table has been increased substantially.
cmap.h The core map has had a number of fields gathto support larger memories and filesys-

tems. Thdimits imposed by this structure aresmoommented. Theurrent limits are 64

Mb of physical memory255 filesystems, 1 Gb process segments, 8 Gb per filesystem, and
65535 processes andkteentries. The machine-language suppow merives its defini-

tions of these limits and the cmap structure from this file.

dmap.h The swap map per process segment was enlargedwoialbmges up to 64Mb.

domain.h New entry points to each domain V& keen added, for initialization x&ernalization of
access rights, and disposal of access rights.

errno.h A definition of EDEADLK was added for System V compatibility.

fs.h One spare field in the superbloclsvallocated to store an option for the fragment alloca-
tion poligy.

inode.h New fields were added to the in-core inode to hold a caeheaid a pointer to antext

image mapping the fileA new macro, ITIMES, is provided for updating the timestamps
in an inode without writing the inode back to the diglhe inode is marked as modified
with the IMOD flag. A flag has been added to allserialization of directory renames.

ioctl.h New ioctl operations hee keen added to get and set a terminal or wiid@ze. Thesize
is stored in avinsizestructure defined here. Othemnioctls havebeen defined to pass a
small set of special commands from pseudo-terminals to their controNersw terminal
option, LPASSS8, alls a full 8-bit data path on input. Thedwablet line disciplines
have been meged. Anew line discipline is praided for use with IP\er serial data lines.

mbuf.h The handling of mbuf page clusters has been broken into macros separate from those that
handle mifs. MCLALLOC(m, i) is used to allocaté mbuf clusters (wheréis currently
restricted to 1) and MCLFREH] frees them.MCLGET(m) adds a page cluster to the
already-allocated mlf m, setting the mbf length to CLBYTES if successful. Thewe
macro M_HASCL() returns true if the mif m has an associated clusteand
MTOCL(m) returns a pointer to such a cluster.

mtio.h Definitions hae keen added for the TMSCP tape controllers and to enable or disable the
use of an on-board tape buffer.

namei.h This header file was renamed, completed and put into use.

param.h Several limits have been increased. Oldalues are listed in parentheses after each item.

The nev limits are: 255 mounted filesystems (15), 40 processes per user (25), 64 open
files (20), 20480 characters pegament list (10240), and 16 groups per user ®)e
maximum length of a host name supported by the kernel is defined here as MAXHOST
NAMELEN. Thedefault creation mask is moset to 022 by the drnel; previously that

value was set by login, with thefe€t that remote shell processes used a differeatitief

Clist blocks were doubled in size to 64 bytes.

proc.h Pointers were added to theoc structure to aller process entries to be linked onto lists of
active, zombie or free processes.
protosw.h The address family field in thprotosw structure vas replaced with a pointer to the

domainstructure for the addresanfily. Definitions were added for thegarments to the
protocolctloutputroutines.

signal.h New signals hae keen defined for winde size changes (SIGWINCH) and for user
defined functions (SIGUSR1 and SIGUSRZhe sv_onstackield in thesigvecstructure
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has been redefined as a flags field, with flags defined for use of the signal stack and for
signals to interrupt pending systems calls rather than restarting thieeisigcontext
structure nw includes the frame and argument pointers for th¥ ¥o that the complete

return sequence can be done by the&l. Anev macro,sigmaskis provided to simplify

the use obigsetmask, sigblocknd sigpause

socket.h Definitions were added for neoptions set withsetsokopt. SO_BROADCAST requests
permission to send to the broadcast address, formerlyvdeged operation, while
SO_SNDBJF and SO_RCVBF may be used to examine or change the amountffarb
space allocated for a satk Two new @otions are used only witlgetsodkopt:
SO_ERFROR obtains apcurrent error status and clears it, and SO_TYPE returns the type
of the sockt. A new structure was added for use with SO_LINGEReveral nev
address families were defined.

socketvar.h The character and mb counts and limits in theockbufstructure were changed from
shortto u_short SB_MAX defines the limit to the amount that can be placed Sock-
buf. The sosendallatoncenacro was corrected; it pieusly returned true for soeks
using non-blocking 1/0.Soreadableand sowriteablenow return true if there is error sta-
tus to report.

syslog.h The system logging facility has beextended to allev kernel use, and the header file has
thus been maed from/usr/include.

tablet.h A new file that contains the definitions for use of the tablet line discipline.

text.h Linkage fields hee been added to thexestructure for use in constructing a text table

free list. The structure used in recording text table usage statistics is defined here.

time.h The time.hheader file has been split. Those definitions relating tgdteneofdaysys-
tem call remain in this file, included asys/time.k. The original gime.h> file has
returned and contains the definitions for the C library time routines.

tty.h The per-terminal data structurewmaontains the terminal size so that it can be changed
dynamically Files that include sys/tty.l» now require sys/ioctl.l» as well for thewin-
sizestructure definition.

types.h The nev typedefs for user and group Kae located hereFor compatibility and sensi-
bility, thesize_ttime_tandoff_ttypes hae dl been changed fronmt to long. New defi-
nitions hae keen added for integer masks and bit operators for use witielibetsystem

call.

uio.h The offset field in theiio structure was changed fromt to off t Manifest constants for
theuio segment values arewgrovided.

un.h The path in the Unix-domairevsion of asockaddmwas reduced so that use of the entire
pathname array would still allospace for a null after the structure when stored in an
mbuf.

unpch.h A Unix-domain sockt's avn address is mo stored in the protocol control block rather

than that of the soek to which it is connected. Fieldsvealeen added for fle control
on stream connections. Ifsdathas caused the assignment of a dummy inode number to
the socket, that number is stored here.

user.h The user ID’s, group IB' and groups array are declared using the tygpes for these
ID's. Anew field was added to handle thewsignal flag aoiding system call restarts.
The inde of the last used file descriptor for the process is maintainediidastfile The
global fieldsu_baseu count,andu_offsethave keen eliminated, with the menameidata
structure replacing their remaining functioifhe a.out header is no longer kept in the
user structure.

vmmac.h Several macros hee keen rewritten to impre the code generated by the compiliiew
macros were added to lock and unleockapentries, substituting fanlockandmunlock
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vmmeter.h All counters are no uniformly declared atong. Software interrupts are mocounted.
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3. Changesdn the kernel proper

The next seeral sections describe changes in the parts of ¢éheek that reside ifsys/sys This sec-
tion summarizes seral of the changes that impacveel different areas.

3.1. Process table management

Although the process table hasgroconsiderably since its original design, its use was largely the
same as in its first incarnatioSeveral parts of the system used a linear search of the entire table to locate a
process, a group of processes, or group of processes in a certain state. 4.2BSD maintained linkages
between the children of each parent procassiiade no use of these pointers. In order to reduce the time
spent examining the process tablejesal changes hae tkeen made. The first is to place all process table
entries onto one of three doubly-linked lists, one each for entries in usdshkipge processesallproc),
entries for zombie processebprog, and free entriedfréeprog. Thisallows the scheduler and other
facilities that must examine alkisting processes to limit their search to those entries actually imQtker
searches arevaided by using the linkage among the children of each process and by noting a range of
usable process IBwhen searching for a weunique ID.

3.2. Signals

One of the major incompatibilities introduced in 4.2BSD was that system calls interrupted by a
caught signal were restarted. Théifity, while necessary for mgrprograms that use signals to\ari
background actities without disrupting the foreground processing, caused problems forratrernave,
programs. Inorder to resole this difficulty, the 4.2BSD signal model has been extended tovadignal
handlers to specify whether or not the signal is to abort or to resume interrupted systeirhtalgtion
is specified with theigveccall used to specify the handlefhe sv_onstacKield has been usurped for a
flag field, with flags ailable to indicate whether the handler should beked on he signal stack and
whether it should interrupt pending system calls on its retdana result of this change, those system calls
that may be restarted and that therefore takitrol oser system call interruptions must be modified to sup-
port this nev behavior The calls affected in 4.3BSD aopen read/write, ioctl, flockandwait.

Another change in signal usage in 4.3BSD affects fewer programs and less kernel code. In 4.2BSD,
invocation of a signal handler on the signal stack caused some of/fdessdus to be pushed onto the nor
mal stack before switching to the signal stackuitdithe call frame. The status information on the normal
stack included the sed PC and PSL; this allowed a useroderei instruction to be used in implementing
the return to the interrupted coxte In order to &oid changes to the normal runtime stack when switching
to the signal stack, the return procedure has been chaAgedtie return mechanism requires a special sys-
tem call for restoring the signal state, that system call was replaced with @lhesigreturn that imple-
ments the complete return to the previous cdnt&€heold call, number 139, remains in 4.3BSD for binary
compatibility with the 4.2BSD version &dngjmp

3.3. Openfile handling

Previous versions obNIx have trraditionally limited each process to at most 20 files open simultane-
ously In 4.2BSD, that limit could not be increased past 30, as a 5-bit field in the page tableantryed
to specify either a file number or the reserved values PGTEXT or PGZiRrom text file or zero fill).
However, the file mapping facility that previously used this field no longer existed, and its replacement is
unlikely to require this kv limit. Accordingly the internal virtual memory system support for mapped files
has been remvad and the number of open files increasddhe standard limit is 64, but this may easily be
increased if sufficient memory for the user structure isigeal. Inorder to &oid searching through this
longer list of open files when the actual number in use is small, the dafdlee last used open file slot is
maintained in the field.u_lastfile The routines that implement open and close or implicit cleseand
exed) maintain this field, and it is used wheeethe open file array.u_ofileis scanned.
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3.4. Niceness

The values foniceused in 4.2BSD and previous systems ranged from 0 thougEa&%h use of this
scheduling parameter offset the actual value by the default, BZ@R). Thishas been changed in
4.3BSD to use a range of -20 to 20, with NZERdefined as zero.

3.5. Softwae interrupts and terminal multiplexors

The DH11 and DZ11 terminal multipler handlers had been modified to use the hardw
receved-character silo when those devices were used by the Berknetrketw order to &oid stagnation
of input characters and slaesponse to input during periods of reduced input, thddoeel software clock
interrupt handler had been made to call the terminakmdrito drain input. When the clock rateasv
increased in 4.2BSD, theverhead of checking the input silos with each clock tidsvncreased, and the
use of specialized nebrk hardware reduced the need for this optimization. Therefore, the terminal multi-
plexors in 4.3BSD use peharacter interrupts during periods ofvlinput rate, and enable the silos only
during periods of high-speed input. While the silo is enabled, the routine to drain it runs less frequently
than eery clock tick; it is scheduled using the standard timeout mechanism. As a result, the software clock
service routine need not to bevaked on esery clock tick, but only when timeouts or profiling require-ser
vice.
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3.6. Changesn initialization and kernel-level support
This section describes changes in the kernel filésysisyswith prefixesinit_ or kern_.

init_main.c

init_sysent.c

kern_acct.c

kern_clock.c

kern _descrip.c

kern_exec.c

kern_exit.c

kern_fork.c

Several subsystems ke rew a renamed initialization routines that are callednbgin
These includepqinit for process queuegijnit for the text table handling routines, and
nchinit for the name translation cache. The virtual memory stattippclockhas been
replaced byminit, that also sets the initial virtual memory limits for process 0 and its
descendants. Procekgnit, is now created before processpagedaemon

In addition to entries for the twsystem calls n& in 4.3BSD, the system call table speci-
fies a range of system call numbers that are reserved for redistributors of 4.QB%D.
unused slots in earlier parts of the table should be wex$efior future Berkley use.
Syscall 63 is no longer special.

The process time accounting file in 4.2BSD stored times in seconds rather than clock
ticks. Thismade accounting independent of the clock rate, but was too large a granularity
to be useful. Therefore, 4.3BSD uses a small¢rubvarying unit for accounting times,

1/64 second, specified @cct.has its reciprocal AHZ.The compresdunction cowerts
seconds and microseconds to these waits, expressed as before in 16-bit pseudo-float-
ing point numbers.

The hardware clock handler implements thev iene-correction primitie adjtime by
skewing the rate at which time increases until a specified correction has beeredchie
The bumptimeroutine used to increment the time has been changed into a nTdwo.
overhead of softwre interrupts used to schedule #suftclockhandler has been reduced
by noting whether anprofiling or timeout actiity requires it to run, and by callirgpft-
clock directly from hardclock (with reduced processor priority) if the pieus priority
was alfficiently low.

Most uses of thgetf() function hae been replaced by the GETF macro forithe dup

calls (including that fronfcntl) no longer cop the close-onsec flag from the original

file descriptor Most of the changes to support the open file descriptor high-water mark,
u.u_lastfile are in this file. The flock system call has had \asal bugs fied. Unix-
domain file descriptoraybage collection is no longer triggered frafosef but when a
socket is torn down.

The a.outheader used in the courseedécis no longer in the user structure, but is local

to exec Argument and erironment strings are copied to and from the user address space
a dring at a time using the necopyinstrand copyoutstrprimitives. Wheninvoking an
executable script, the first argument issnthe name of the interpreter rather than the file
name; the file name appears only after the interpreter name and optoqamakat. An

iput was noved to avoid a deadlock when thexecutable image had been opened and
marked close-onsec. The setiegs routine has been split; machine-independent parts
such as signal action modification are donexatvedirectly, and the remaining machine-
dependent routine was el to machdep.c Image size erification usingchksizechecks

data and bss sizes separatelyvmdhoverflow on their addition.

Instead of looping at location 0x13 in user modetc/init cannot be xecuted, the system
now prints a message and pauses. This is donexibyf process 1 could not runThe
search for child processes @it uses the child and sibling linkage in theoc entry
instead of a linear search of theoc table. Rilures when cogng out resource usage
information fromwait are nav reflected to the caller.

One of the tw linear searches of the proc table during process creation has been elimi-
nated, the other looks only at aetirocesses. Athe first scan is needed only to count
the number of processes for this ysers bypassed for rootA comment dating to er-

sion 7 (‘Partially simulate the afronment so that when it is actually created (byyeop

ing) it will look right”) has finally been remwed,; it relates only to PDP-11 code.
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kern_mman.c

kern_proc.c

kern_prot.c

Change® the Kernel in 4.3BSD

Chksizetakes an rtra argument so that data and bss expansion can be checked separately
to avoid problems with werflow.

The spgrproutine has been corrected. An attempt to optimize its $ O ( n sup 2 ) $ algo-
rithm (multiple scans of the process table) did so incorrectly;vit uses the child and
sibling pointers in the proc table to find all descendents in linear tigmit is called at
initialization time to set up the process queues and free all process slots.

A number of changes were needed to reflect the type changes of the user and group 1D’
The gegroupsandsetgroupgoutines pass groups as arrays ofgets and thus must con-
vert. All scans of the groups array look for aplecit NOGROUP terminator rather than

ary negdive goup. For consisteng the setreuidcall sets the procegs uid to the nev
effective wser ID instead of the real ID as beforEhis prevents the anomaly of a process

not being allowed to send signals to itself.

kern_resource.c

kern_sig.c

kern_synch.c

kern_time.c

kern_xxx.c

subr_log.c

subr_mcount.c

subr_prf.c

Attempts to change resource limits for process sizes are checked against the maximum
segment size that the swap map suppartaxdmap The error returned when attempting
to change another usegriority was changed from EACCESS to EPERM.

The sigmaskmacro is nw used throughout theeknel. Thetreatment of thesigvecflag
has been expanded to include the SV_INTBRR option. Kill and killpg have been
rewritten, and the errors returned arenndoser to those of System. Mn particular,
unprivileged users may broadcast signals with no error ¥f thenaged to kill something,
and an attempt to signal process group 0 &ogh group) when no group is set remsi
an ESRCH instead of an EIMY.. SIGWINCH joins the class of signals whose aigf
action is to ignore. When a process stops umeace its parent ne receves a
SIGCHLD.

The CPU werhead ofschedcpthas been reduced as much as possible by removing loop
invariants and by ignoring processes thateéhaot run since the last calculatioWhen
long-sleeping processes amgakened, their priority is recomputed to consider their sleep
time. Schedcpuwneed not remee rocesses with we priorities from their run queues and
reinsert them unless there moving to a n& queue. Thesleep queues arewdreated as
circular (FIFO) lists, as the old LIFO befar caused problems for some programs
queued for locksSleepno longer allows consg switches after a panic, but simply drops
the processor priority momentarily then returns; thisveds sleeps during the filesystem
update into busy-waits.

Gettimeofdayeturns the microsecond time on hardware supporting it, including&tke V
It is now possible to set the timezone as well as the time seittimeofday A system call,
adjtime has been added to correct the time by a small amount using gradwalaser
than discontinuous jumps forward or backward.

The 4.1-compatiblesignal entry sets the signal SV_INTERRUPT option as well as the
perprocess SOUSIG, which wocontrols only the resetting of signal action to alef
upon irvocation of a caught signal.

This nev file contains routines that implement a kernel error lagcde Kernel messages
are placed in the messageffbr as before, and can be read from there through the log
device/dev/klog

The kernel profiling bffers are allocated witballoc instead ofwmemalito avoid the dra-
matic decrease in user virtual memory that could be supported after allocationgs a lar
section ofusrpt

Support was added for the kernel error Iddhe log routine is similar tqorintf but does

not print on the console, thereby suspending system operdtantakes a priority as

well as a format, both of which are read from the log device by the system error logger
syslogd Uprintf was modified to check its terminal output queue and to block rather than
to use all of the system clists; it isn@ven less appropriate for use from interruptde
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subr_rmap.c
Sys_generic.c

sys_inode.c

SyS_process.c

sys_socket.c

syscalls.c

Tprintfis similar touprintf but prints to the tty specified as an argument rather than to that
of the current userTprintf does not block if the output queue igedull, but logs only to

the error log; it may thus be used from interruptlle Becausef these changeputchar

and printn require an additional gument specifying the destination(s) of the character
Thetablefull error routine was changed to usg rather tharprintf.

An off-by-one error irmgetwas orrected.

The selectcall may nav be wsed with more than 32 file descriptors, requiring that the
masks be treated as arrays. The result masks are returned to the user if and only if no
error (including EINTR) occursA select lug that caused processes to disappess w
fixed; selwakeumeeded to handle stopped processes differently than sleeping processes.

Problems occurring after an interrupted close were corrected by fdrengloseto
return toclosefeven dter an interrupt; otherwisd, countcould be cleared too early or
twice. Thecode to unhash text pages beingraritten needed to be protected from
memory allocations at interruptvig to avoid a bogus “panic: munhash.T he internal
routine implementindlock was rewaked to aoid seseral bad assumptions and to allo
restarts after an interruption.

Procxmtuses the ne ptrace.hheader file; hopefullythe next release will ke reither
ptracenor procxmt The text XTRC flag is set when modifying a punre ienage, protect-
ing it from sharing andweerwriting.

The socket imolved in an intedceioctl is passed tdfioctl so that it can call the protocol
if necessaryas when setting the interface address for the protocol. Itvs passible to
be notified of pending out-of-band data by selecting for exceptional conditions.

The system call names herevbdeen made to agree with reality.
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3.7. Changesn the terminal line disciplines

tty.c

tty _conf.c

tty pty.c

tty subr.c

tty tablet.c

The kernel maintains the terminal or wimdsize in the tty structure and prdesioctls

to set and get thesalues. Thavindow size is cleared on final close. The sizes include
rows and columns in characters and may include X and Y dimensions in pixels where that
is meaningful. The kernel makes no use of these values, lyuarthstored here to pro-

vide a consistent way to determine the current size. Whemwavalee is set, a SIG-
WINCH signal is sent to the process group associated with the terminal.

The notions of line disciplinexé and final close ha been separatedTtycloseis used

only at final close, whilétylcloseis provided for closing down a disciplindélodem con-

trol transitions are handled more cleanly by moving the common code from the terminal
hardware driers into the line disciplines; tHemodementry in thelineswis now used for

this purpose.Ttymodemhandles carrier transitions for the standard disciplina8mo-

demis provided for disciplines with minimal requirements.

A new node, LPASS8, was added to support 8-bit input in normal modes; it is the input
analog of LLITOUT. An entry point,checkoutq, has been added to enable internal output
operations printf, tprintf) to check for output werflow and optionally to block to Wit

for space. Certain operations are handled more carefully than before: the use of the
TIOCSTl ioctl requires read permission on the terminal, and SPGRP is diedllid the
group corresponds with another usgrocess. Ttread andttwrite both check for carrier

drop when restarting after a sleepn off-by-one consistenccheck of uio_ioventin

ttwrite was corrected. Abug was fixed that caused data to be flushed when opening a ter
minal that vas already open when using th@d’’ line discipline. Selectnow returns true

for reading if carrier has been lost. While changing line disciplines, interrupts must be
disabled until the change is complete or is backed out. If changing to the same discipline,
the close and reopen (and probable data flush)\aideal. Thet delctfield in the tty
structure was not used and has been deleted.

The line discipline close entries that usgdlosenow usettylclose The two tablet disci-
plines hae been combinedA new entry was added for a Serial-Line link-layer encapsu-
lation for the Internet Protocol, SLIPDISC.

Large sections of the pseudo-tty\dri havebeen revorked to impree performance and
to avoid races when one side closed, which subsequently hung pseudo-terriinals.
line-discipline modem control routine is called to clean up when the master dRreds.
lems with REMQE mode and non-blocking I/O were fixed by using tlve gqaeue rather
than the cannonicalized queu&.new node was added to alloa gnall set of commands
to be passed to the pty master from theesks a udimentary type ofoctl, in a manner
analogous to that of PKT modélsing this mode or PKT mode,salectfor exceptional
conditions on the master side of a pty returns true when a command operatalialidea
to be read.Selectfor writing on the master side has been corrected, anduses the
same criteria aptcwrite. As the pty drver depends on normal operation of the tty
queues, it no longer permits changes to non-tty line disciplines.

The clist support routines k& been modified to use block wes instead ofgetc/putc
wherever possible.

The two line disciplines hee been merged and a number ofantablet types are sup-
ported. TBRblet type and operating mode arevreet byioctls. Tablets that continuously
stream data are notold to stop sending on last close.
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4. Changesn the filesystem

The major change in the filesystem was the addition of a name translation Aateide of recent
name-to-inode translations is maintainednamej and used as a lookaside cache when translating each
component of each file pathnameachnamecachentry contains the parent directaykvice and inode,
the length of the name, and the name itself, and is hashed on the name. It also contains a pointer to the
inode for the file whose name it contairidnlike most inode pointers, which hold ‘hard” reference by
incrementing the reference count, the name cache holsisfii reference, a pointer to an inode that may
be reused. In order taalidate the inode from a name cache reference, each inode is assigned a unique
“ capability’ when it is brought into memaryWhen the inode entry is reused for another file, or when the
name of the file is changed, this capability is changéds allows the inode cache to be handled normally
releasing inodes at the head of the LISt without rggard for name cache references, and allows multiple
names for the same inode to be in the cache simultaneously without complicatinggliiation proce-
dure. Anadditional feature of this scheme is that when opening a file, it is possible to determine whether
the file was previously open. This is useful when beginnkegution of a file, to check whether the file
might be open for writing, and for similar situations.

Other changes that are visible throughout the filesystem include greater use of the ILOCK and IUN-
LOCK macros rather than the subroutine egdents. Theinode times are updated on eaehe, not only
when the reference count reaches zero, if the IACC, IUPD or ICHG flags are set. This is accomplished
with the ITIMES macro; the inode is marked as modified with thelMOD flag, that causes it to be writ-
ten to disk when released, or on the next sync.

The remainder of this section describes the filesystem changes that are localized to individual files.

ufs_alloc.c The algorithm for extending file fragments was changed ® dahkantage of the obseav
tion that fragments that were once extended were frequently extended again, that is, that
the file was being written in fragments. Therefore, the first timeen giagment is allo-
cated, a best-fit strategy is usethereafterwhen this fragment is to bextended, a full-
sized block is allocated, the fragment restbfrom it, and the remainder freed for use in
subsequentgansion. Ashis polioy may result in increased fragmentation, it is not used
when the filesystem becomescessiely fragmented (i.e. when the number of free frag-
ments falls to 2% of the minfree value); the ppi gored in the superblock and may be
changed withunefs Thefserrroutine was coverted to usdog rather tharprintf.

ufs_bio.c I/0 operations traced moinclude the size where rekmnt.

ufs_inode.c The size of the uiffer hash table was increased substantially and changed to a power of

two to dlow the modulus to be computed with a mask operatiget invalidates the
capability in each inode that is flushed from the inode cache for reuse. Whegrab
routine is used instead @jet when fetching an inode from a name cache reference; it
waits for the inode to be unloell if necessanand remaes it from the free list if it vas

free. Thecaller must check that the inode is still valid afterirab. A bug was fixed in

itrunc that allaved old contents to creep back into a file. When truncating to a location
within a block,itrunc must clear the remainder of the blocktherwise, if the file is
extended by seeking past the end of file and then writing, the old contents reappear.

ufs_mount.c  The mountsystem call was modified to return different error numbers féerdifit types
of errors. Mount now examines the superblock more carefully before using size field it
contains as the amount to gojmto a nev buffer. If a mount fails for a reason other than
the device already being mounted, the device is closa@d.agvhenperforming the name
lookup for the mount pointnountmust preent the name translation from being left in
the name cach&mountmust flush all name translations for theide. Abug in gegmdev
caused an inode to remain locked if the specified devicenwst a block special file; this
has been fixed.

ufs_namei.c  This file was previously called ufs_nami.€he nameifunction has a ne calling corven-
tion with its arguments, associated cahiteand side effects encapsulated in a single
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structure. Ithas beendensiely modified to implement the name cache and to cache
directory offsets for each proceds. may nav return ENAMETOOLONG when appropri-

ate, and returns EINVAL if the 8th bit is set on one of the pathname chardotersto-

ries may be foreshortened if the last one or more blocks contain no entries; this is done
when files are being created, as the entire directory must already be searched. An entry is
provided for irvalidating the entire name cache when the 32-bit prototype for capabilities
wraps around. This is expected to happen after 13 months of operation, assuming 100
name lookups per second, all of which miss the cache.

A change in filesystem semantics is the introduction‘sifcky” directories. |If the
ISVTX (sticky text) bit is set in the mode of a directpfiles may only be renved from
that directory by the owner of the file, the owner of the directorhe superuserThis is
enforced bynameiwhen the lookup operation is DELETE.

The strategy fosyncip the internal routine implementinigyng has been modified for
large files (those larger than half of theffer cache).For large files all modified Wffers

for the deice are written out. The old algorithm could run for a very long time ara v
large file, that might not actually & mary data blocks. The updateroutine nev saves
some work by callingupdateonly for modified inodes. The C replacements for the spe-
cial VAX instructions hege teen collected in this file.

When doing an open with flags O _CRE&nd O_EXCL (create only if the file did not
exist), it is nav considered to be an error if the target exists and is a symbolic Vierkjfe

the symbolic link refers to a nonexistent file. This behavior is desirable for reasons of
security in programs that create files with predictable narResaméollows the poliy

of nameiin disallowing remwa of the target of a rename if the dat directory is

“ sticky” and the user is not the owner of the target or thgetatirectory A serious bg

in the open code which allowed directories and other unwritable files to be truncated has
been corrected. Interrupted opens no longer lose file descrifitoedseekcall returns an
ESPIPE error when seeking on sockets (including pipes) for backward compatibikty
error returned fronreadlink when reading something other than a symbolic lirds w
changed from ENXIO to EINAL. Several calls that previouslyafled silently on read-

only filesystems dhmod chown, fchmod fchownand utimeg now return EROFS. The
renamecode was morked to aoid sevseral races and to ualidate the name cachdt

marks a directory being renamed with IRENAME teoid races due to concurrent
renames of the same directoikdir now sets the size of all medirectories to DIRBLK-

SIZE. Rmdirpurges the name cache of entries for the x@ohdirectory.

The routinesicharandscharare no longer used andveabeen remaed.

The quota hash size was changed tovaepmf 2 so that the modulus could be computed
with a mask.

If a user has run out of warnings and had the hard limit enforced while logged hash

then brought his allocation b&lahe hard limit, the quota systenveds to enforcing the

soft limit, and resets the warning count; users previously were required to log out and in
again to get this affect.
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4.1. Changesn Interprocess Communication support
uipc_domain.c The skeletal support for the PUP-1 protocol has beenv&dA domain for Xerox NS

uipc_mbuf.c

uipc_pipe.c
uipc_proto.c

uipc_socket.c

is now in use. Theperdomain data structure allows a fiEmain initialization routine to
be called at boot time.

The pffindprotoroutine, used in creating a socket to support a specified protoas, dak
additional argument, the type of the setcklt checks both the protocol and type, useful
when the same protocol implements multiple sbdigpes. If the type is SOCK_RWA
and no exact match is found,psotoswentry for rav support and a wildcard protocol
(number zero) will be used. This allows for a generig sacket that passes through
packets for angiven protocol.

The second argument pdctlinput, the generic error-reporting routine, iswvndeclared as
asockaddmointer.

The mbuf support routines wause thewait flag passed ton_getor MGET. If M_WAIT

is specified, the allocator may wait for free memangd the allocation is guaranteed to
return an mbuf if it returns. In order to peat the system from slowly going to sleep
after exhausting the mbuf pool by losing theufstto a leak, the allocator will panic after
creating the maximum allocation of mbufs (by default, 256R¢dundanspls havebeen
removed; most internal routines must be calledsplimp the highest priority at which
mbuf and memory allocation occur.

When copying mbuf chains)_copynow preseres the type of each mb Therewere
problems inm_adj in particular assumptions that there would be no zero-lengthfanb
within the chain; this was corrected by changinghifsass algorithm for trimming from
the tail of the chain to either one- oraapass, depending on whether the correctias w
entirely within the last miff. In order to &oid return lusinessm_pullupwas changed to
pull additional data (MPULL_EXTRA, defined mbuf.h into the contiguous area in the
first mbuf, if cowenient. m_pullupwill use the first mbuf of the chain rather then a/ne
one if it can &oid copying.

This “temporary’ file has been remed; pipe nev usessodketpair.

New entries in the protocol switch for externalization and disposal of access rights are ini-
tialized for the Unix domain protocols.

The socreatefunction uses the meinterface topffindprotodescribed abe if the protocol

is specified by the callerThe soconnectoutine will nav try to disconnect a connected
soclet before reconnectingThis is only allowed if the protocol itself is not connection
oriented. Datagrarsoclets may connect to specify a default destination, then later con-
nect to another destination or to a null destination to disconiiéetsodisconneatoutine
never used its second argument, and it has beenveano

The sosendroutine, which implements write and send on sockets, has been restructured
for clarity. The old routine had the main loop upsidevdofirst emptying and then filling

the huffers. Thenew implementation also makes it possible to send zero-length data-
grams. Themaximum length calculation ag simplified to woid problems trying to
account for both mbufs and characters affdr space used. Because of thegdar
improvement in speed of data handling when largédss are usedsosendwill use page
clusters if it can use at least half of the clus#sliso, if not using nonblocking 1/O, it will

wait for output to drain if it has enough data to fill anuhtluster but not enough space in

the output queue for one, instead of fragmenting the write into smafsmh bug dlow-

ing access rights to be sent more than once when using -gedkter I/O §endmspwas

fixed. Arace that occurred wharomoveblocked during a page fault was corrected by
allowing the protocol send routines to report disconnection errors; as with disconnection
detected earliesosendeturns EPIPE and sends a SIGPIPE signal to the process.
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The recere sde of socket operationsoreceive has also been waorked. Themajor
changes are a reflection of the way that datagrams argueued; see uipc_socket2.c for
further information. The MSG_PEEK flag is passed to the prosgsiteqroutine when
requesting out-of-band data so that the protocol maw kmaen the out-of-band data has

been consumed. Another bug in access-rights passing was corrected here; the protocol is
not called to externalize the data when PEEKing.

The sosetoptand sagetopt functions hae been expanded considerablyhe options that
existed in 4.2BSD all set some flag at the socke#lleThe corresponding options in
4.3BSD use the valueg@mment as a boolean, turning the fla§ afon as apropriate.
There are a number of additional options at the socket IBostimportantly it is possi-

ble to adjust the send or reeeituffer allocation so that higher throughput may be
achieved, or that temporary peaks in datagramvariare less likely to result in datagram
loss. Thdinger option is nav set with a structure including a boolean (whether or not to
linger) and a time to linger if the boolean is true. Other optiome been added to deter
mine the type of a socketgeSOCK_STREAM, SOCK_DGRAM), and to collectyan
outstanding error status. If an option is not destined for the soekkttkelf, the option

is passed to the protocol using tttoutputentry. Getopts last argument was changed
from mhuf * to mhuf ** for consisteng with setoptand the ne ctloutputcalling corven-
tion.

Selectfor exceptional conditions on sockets isapossible, and this returns true when
out-of-band data is pending. This is true from the time that theesdager is notified

that the OOB data is on its way until the OOB data has been consumed. The interpreta-
tion of socket process groups in 4.2BSBAswnconsistent with that of ttys and with the

fcntl documentation. Thisvas rrected; positie rumbers refer to processesgaigve
numbers to process groups. The socket process group is used when posting a SIGURG to
notify processes of pending out-of-band data.

Signal-driven 1/0 nav works with sockets as well as with ttygsrwakeupndsowwakeup
call the n&v routine sowakeupwhich callssbwakeupas before and also sends SIGIO as
appropriate. Proceggoups are interpreted in the same manner as for SIGURG.

Larger socket bffers may be used with 4.3BSD than with 4.2BSD; sockéfets cock-
bufs) have been modified to use unsigned short rather than shogeirgtdor character
counts and mbuf count§ his increases the maximuraffer size to 64K-1. These fields
should really be unsigned longs, but a stakould no longer fit in an nilh. Sothat as
much as possible of the allotment may be usbrkserveallows the high-water mark for
data to be set as high as 80% of the maximum value (64K), and sets theategimark
on mbuf allocation to the smaller of twice the character limit and 64K.

In 4.2BSD, datagrams queued in sockbufs wereetinthrough the mif m_nextfield,

with m_actset to 1 in the last mbuf of each datagraitso, each datagram was required
to hare me mhuf to contain an address, another to contain access rights, and at least one
additional mbuf of dataln 4.3BSD, the mbufs comprising a datagram are linked through
m_next and different datagrams are linked through theactfield of the first mbuf in
each. Nomhuf is used to represent missing components of a datagtarthebordering

of the mbufs remains important. The components are distinguished by tHetypé.

Any address must be in the first ofb Accessrights follow the address if present, other
wise thg may be first. Data mbufs follow; at least one daifids will be present if there

is no address or access rights. The routifieppendsbappendaddisbappendrightaind
sbappendrecordre used to add nedata to a socklf. Thefirst of these appends to an
existing record, and is commonly used for stream stsck Theother three begin me
records with address, optional rights, and datzagpendaddr with rights and data
(sbappendrights or data only gbappendrecoid A new internal routinesbcompressis
used by these functions to compress and append data mbufs to a fdoesd.changes
improve te functionality of this layer and in addition neait faster to find the end of a
queue.
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An occasional “panic: shdropivas due to zero-length mbufs at the end of a chain.
Although these should no longer be found in a sotkjpieue shdropwas fixed to free
empty luffers at the end of the last recor8imilarly, sbfreecontinues to empty a soakio

as long as mbufs remain, as zero-length packets might be pré&miroprecordwas
added to free exactly one record from the front of a sockbuf queue.

uipc_syscalls.c Errors reported during ascceptcall are cleared so that subsequateptcalls may suc-

uipc_usrreq.c

ceed. Afailed attempt taconnectreturns the error once onignd SOISCONNECTING is
cleared, so that additional connect calls may be attemfitesier level protocols may or
may not allev this, depending on the nature of tlaéldre.) Thesodketpair system call
has been fixed to work with datagram sstekas well as with streams, and to clean up
properly upondilure. Pipesre nev created usingonnect2 An additional argument, the
type of the data to be fetched, is passesbtikargs

The binding and connection of Unix domain sockets has been cleaned upreouinain
andacceptget the address of the peer (if bound) rather than thwir @heUnix-domain
connection block records the bound address of a socket, not the address of the socket to
which it is connectedFor stream sockets, back pressure to implememt dantrol is nav

handled by adjusting the limits in the sendfér without overloading the normal count

fields; the flev control information was maed to the connection block. Access rights are
checled nav when connecting; the connected-to socket must be writable by the oaller

the connection request is denied. In order to test one previously unused routine, the Unix
domain stream support was modified to support the passage of accessRightems

with access-rights garbage collection were also noted and fixed, and a count is kept of
rights outstanding so that garbage collection is done only when ne€@dgdage collec-

tion is triggered by socket shutdownwaather than file close; in 4.2BSD, it happened
prematurely The PRJ_SENSEusrregentry, used bystat has been addedt returns the

write huffer size as theblocksize, and generates alfe inode number and device for the
benefit of those programs that dstatinformation to determine whether file descriptors
refer to the same file. Unimplemented request& heen carefully checked to see that

they properly free mhfs when required and wer otherwise. Lager huffers are allocated

for both stream and datagram setsk Anumber of minor bugs ke keen corrected: the

back pointer from an inode to a socket needed to be cleared before release of the inode
when detaching; sockets can only be bound once, rather than losing inodes; datagram
soclets are correctly marked as connected and disconnectemialsebuf leaks were
plugged. Aserious problem was correctedunp_drop it did not properly abort pending
connections, with the result that closing a socket with unaccepted connectalts w
cause an infinite loop trying to drop them.
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4.2. Changesn the virtual memory system

The virtual memory system in 4.3BSD is largely unchanged from 4.2BSD. The changes/¢hat ha
been made were in twereas: adapting the VM substem to larger physical memories, and optimization by
simplifying mary of the macros.

Many of the internal limits on the virtual memory system were imposed bgntta@structure. This
structure was enlarged to increase those limitse limit on physical memory has been changed from 8
megabytes to 64 mgebytes, with expansion space provided for larger limits, and the limit of 15 mounted
file systems has been changed to 2bBe maximum file system size has been increased toa®ydis,
number of processes to 65536, and per-process size todgahyies of data and 64 mabytes of stack.
Configuration parameters and other segment size limits wevertaxhfrom pages to bytedote that most
of these are upper bounds; the default limits for these quantities are tuned for systems witeldy&eme
of physical memory The process region sizes may be adjusted véthet configuration file options; for
example,

options MAXDSIZ=33554432

increases the data segment to 3gaogtes. Wth no option, data segments reeea tard limit of roughly
17Mb and a soft limit of 6Mb (that may be increased with the csh limit command).

The global clock page replacement algorithm used ¥e haingle hand that as used both to mark
and to reclaim memoryThe first time that it encountered a pageduld clear its reference bit. If the ref-
erence bit was still clear on its next pass across the page, it would reclaim théQragiee VAX, the ref-
erence bit was simulated using the valid bit.) The use of a single hand does not work well withylsirge ph
cal memories as the time to complete a singleluéion of the hand can tekup to a nmute or more.By
the time the hand gets around to the marked pages, the information is usually no longer pBtiregt.
periods of sudden shortages, the page daemon will not be able tofingckEimable pages until it has
completed a full reolution. To dleviate this problem, the clock hand has been split into dsparate
hands. Thdront hand clears the reference bits, and the back hand follows a constant number of pages
behind, reclaiming pages thatieahavenot been referenced since the front hand pasgéule the code
has been written in such aawas to all the distance between the hands to be varied, we hd yet
found aly agorithms suitable for determining Wwoto dynamically adjust this distance. The parameters
determining the rate of page scawéndso been updated to reflectder configurations. The free memory
threshold at whiclpageout begins was reduced from one-fourth of memory to 512K for machines with
more than 2 ngebytes of user memoryThe scan rate is moindependent of memory size instead of pro-
portional to memory size.

The text table is n@ managed ditrently Unused entries are treated as a cache, similar to the usage
of the inode table. Entries with reference counts of O are placed in drcadhe for potential reusdn
effect, all texts are'sticky,” except that thg are flushed after a period of disuse eerflow of the table.
The sticly bit works as before, pventing entries from being freed and locking text files into the cache.
The code to prent modification of running texts was cleaned up bgping a pointer to the text entry in
the inode, allowing texts to be freed when unlinking files without linear searches.

The swap code was changed to handle errors a bit bettapgutdoesnt do swkills, it just reflects
errors to the caller for action therd)uring swapouts, interrupts aremblocked for less time after freeing
the pages of the user structure and page tablesfégned by the old comment froswapout “XXX
hack memory interlock”), and this is wadone only when swapping out the current proc83s same sit-
uation existed imext, but had not yet been protected by raised priority.

Various routines that took page numbers as argumemtsal@ cmappointers instead to reduce the
number of comersions. Thesécludemlink, munlink mlock munlock and mwait Mlock andmunlockare
generally used in their macro forms.

The remainder of the section details the other changes according to source file.
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vm_mem.c Low-level support for mapped files was rewed, as the descriptor field in the page table
entry was too small. Callers ahunhashmust block interrupts withsplimp between
checking for the presence of a block in the hash list andviamdt with munhashin
order to &oid reallocation of the page and a subsequent panic.

vm_page.c When filling a page from thexefile, pagein uses a n& routine, fodkluster to kring in
additional pages that are contiguous in the filesystémrrors occur while reading inxe
pages, no page-table change is propagated to other users of the shared imégg, allo
them to retry and notice the error if yhattempt to use the same pagéd.rtual memory
initialization code has been collected intninit, which adjusts swap interleaving to allo
the configured size limits, set up the parameters for the clock algorithm, and set the initial
virtual memory-related resource limit3he limit to resident-set size is set to the size of
the available user memoryThis change causes a single large process gitumost of
memory to begin random page replacement as memory resources rursshael races
in pagein have keen detected and &d. Mostof the pageout code was meed to check-
pagein implementing the two-handed clock algorithm.

vm_proc.c The setjmpin procdupwas changed tosavectx which saes dl registers, not just those
needed to locate the others on the stack.
vm_pt.c The setjmpcall in ptexpandwvas changed teavectko save dl registers before initiating a

swapout. Vrelu does arsplimpbefore freeing user-structure pages if running on behalf of
the current process. This had been donsvigpoutbefore, but not bgxt.

vm_sched.c  The swap scheduler looks through Hikproc list for processes to swap in or oW. call
to remrq when swapping sleeping processes was unnecessary and wagdrerntfo
swapouts fail upon exhaustion of swap spaseheddoes not continue to attempt

swapouts.

vm_subr.c The ptetovfunction and the unusedoptefunction were recoded without using the usual
macros in order to fold the similar cases together.

vm_sw.c The error returned bgwaponwhen the deice is not one of those configured was changed

from ENODEYV to EINVAL for accurag The search for the specifiedvitee begins with
the first entry so that the error is correct (EBY) when attempting to enable the primary
swap area.

vm_swap.c The swapoutroutine nev leaves any swkill to its caller This avoids killing processes in a
few situations. ltusesxdetachinstead ofkccdec Seveal unneededpls were deleted.

vm_swp.c Theswaproutine nev consistently returns error statuBhysiowas nodified to do scatter
gaher I/O correctly.
vm_text.c The text routines use a text free list as a cache of text images, resulting in numerous

changes throughout this fileXccdecnow works only on lockd text entries, and is
replaced byxdetachfor external callers.Xumountfrees unused swap images from all
devices when called with NODEV asgument. Itis no longer necessary to search the
text table to find aptext associated with an inode krele as he inode stores a pointer to
ary text entry mapping it. Statistics are gathered on the hit rate of the cache and its cost.
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5. Machinespecific support

The next seeral sections describe changes to the VAX-specific portion oféheekwhose sources
reside in/sys/vax

5.1. Autoconfiguration

The data structures and topvdeof autoconfiguration hae been generalized to support th&X/
8600 and machines whose main I/@&es are not similar to an SBihe percpustructure has been brek
into three structuresThe percpustructure itself contains only the CPU type, an approximate value for the
speed of the CPU, and a pointer to an array of U®descriptions. Each of these, in turn, contain general
information about one I/OuUs that must be configured and a pointer to thetpridata for its configuration
routine. Thethird nev structure that has been defined describes the SBI and the other interconnects that
emulate it. At boot time,configurecalls probeioto configure the 1/O ls(ses).Probeiolooks through the
array of bus descriptions, indirecting to the correct routine to configure eaches the VAXen currently
supported, the main bus is configured by eifitebe_Abugon the 8600 and 8650) or lpyobenexithat is
used on anything resembling an SBAultiple SBI adaptors on the 8600 are handled by multiple calls to
probenexi (Although the code has been tested with a second SBI, there were no adaptors installed on the
second SBI.) This structure is easily extensible to other architectures using tie Bl bus, or ancom-
bination of busses.

The CPU speed value is used to scale the DEIn&cro so that autoconfiguration of old devices on
faster CPUs will continue to work. Theunits are roughly millions of instructions per second (MIPS), with
a\alue of 1 for the 780, although fractional values are not used. When multiple €Rt# the same CPU
type, the largest value forwaof them is used.

UNIBUS autoconfiguration has been modified to accommodate UNIBUS memory devices correctly
A new routine,ubameminitis used to configure UNIBUS memory before probing other devices, and is also
used after a UNIBUS reset to remap these memory afdes.device probe or attach routines may then
allocate and hold UNIBUS map registers without interfering with these devices.

5.2. Memorycontroller support

The introduction of the MS780-E memory controller for the VAX 780 made it necessary to configure
the memory controller(s) on a VAX separately from the CBWring autoconfiguration, the types of the
memory controllers are recorded in an arriiemory error routines that must kmahe type of controller
then use this information rather than the CPU typlee MS780-E controller is listed asdwontrollers, as
each half reports errors independentBoth 1Mb and 4Mb boards using 64K and 256K dRAM chips are
supported.

Locore.c For lint's sake,Locorec has been updated to include the functions provideidlime and
the nev functions inlocore s.
autoconf.c Most of the changes to autoconfiguration are describedeal@ther minor changes:

UNIBUS controller probe routines arempassed an additional argument, a pointer to the
uba_ctlr structure, and similarly dé&ce probe routines are passed a pointer to the
uba_devicestructure. Ubaaccessand nxaccessvere combined into a single routine to
map 1/O register areadA logic error was corrected so that swap device sizes that were
initialized from information in the machine configuration file are used unmodified.
Dumplois set at configuration time according to the sizes of the dump device and mem-
ory.

conf.c Several nev devices hae been added and old entriesvhaeen deleted A number of
devices incorrectly set unused UNIES reset entries taodey these were changed to
nulldev An entry was added for the weerror log deice. Additionaldevice numbers
have keen reserved for local use.

cons.h New definitions hae keen added for the 8600 console.
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crl.h,crl.c
flp.c

genassym.c
in_cksum.c

inline

locore.s

machdep.c

New files for the VAX 8600 console RLO2 (our third RLO2ve1).

It was discwered that not all VAXen that are not 780&e 750's; the console flogp
driver for the 780 nev checks for cpu == 780, not cpu != 750. An error causing the
floppy to be bcked in the busy state was corrected.

Several nev structure offsets were needed by the assembly language routines.

It was discoered that the instruction used to clear the carry in the checksum loops did not
actually clear carry As the carry bit vas alvays of when entering the checksum loop,
this was neer noticed.

This directory contains the weinline program used to edit the assembly language output
by the compiler.

The assembly language support for tieenkel has a number of changes, some of which
are \AX specific and some of which are needed on all machiisy are simply enu-
merated here without distinction.

The doadumproutine sometimesafilted because it changed the page table entry for the
rpb without flushing the translationuffer. In order to reconfigure UNIBUS memory
devices again after UNIBUS resetsmdaddrwas reimplemented without the need to mod-
ify the system control block. The machine check handler catchdts fpredicted by
badaddr ceans up and then returns to the error handle interrupt ectors hge each
been modified to count the number of interrupts from their respettiices, so that it is
possible to account for software interrupts andAUBterrupts, and to determine which of
several similar devices is generating wipected interrupt loadsThe configprogram gen-
erates the definitions for the indices into this interrupt count t&détware clock inter
rupts no longer call timer entries in the dz and dbetsi Theprocessing of network soft-
ware interrupts has been reordered so that imgerrupts requested during the protocol
interrupt routine are likely to be handled before return from the acdtimterrupt. Addi-
tional map entries were added to the netwarkdp and user page table page maps, as
both use origin-1 indéng. Thememory size limit and the offsets into the coremap are
both obtained fromtmap.hinstead of inline constantsThe signal trampoline code is all
new and uses theigreturnsystem call to reset signal masks and perfornrghto user
mode. Thanitialization code for process fcode was meed to this file to aoid hand
assembly; it has been changed to exit instead of loopifeicifinit cannot be xecuted,
and to allev arguments to be passed ittt. The routines that are called wigb rather
thancalls use a ne entry macro that allows them to be profiled if profiling is enabled.

Several nev routines were added to me@data from address space to address space a char
acter string at a time; thieare copyinstr copyoutsty and copystt Copyin and copyout

now receve their arguments in gasters. Setjimpandlongjmpare nev similar to the user

level routines;setjmpsaves the stack and frame pointers and PC only (all implemented in
line), andlongjmp unwinds the stack to reeer the other rgisters. Thisoptimizes the
common casesetjmp and allows the same semantics for register variables as for stack
variables. r swaps and alternate returns using_savehoweva, dl registers must be
saved as in a ontext switch, andavectxs provided for that purpose.

Redundant conkt switches were caused byadwugs inswtch First, swtchclearedrun-

run before entering the idle loop. Once an interrupt causedkeup runrun would be
set, requesting another context switch at system xiall Also, the use of the VAX AST
mechanism caused a similar problem, posting A%3 e process that would thewtch

(or might already be in the idle loop), only to catch the AST after being rescheduled and
completing its system serviche AST is no longer marked in the process control block
and is cancelled during the context switch. The idle loop has been separatesviobim
for profiling.

The startupcode to calculate the core map size and the limit to ufferbcaches virtual
memory allocation was corrected andioeked. Thenumber of bffer pages s reduced
for larger memories (10% of the first 2 Mb of physical memory is usedufterb, as
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before, and 5% thereafter). The default numberudfebs or uffer pages may beverrid-

den with configuration-file options. If the number afffers must be reduced to fit the
system page table, a warning message is prinBadfers are allocated after all of the
fully dense data structures, allowing the other tables allocated at boot time to be mapped
by the identity map once am. Thenew signal stack call and return mechanisms are
implemented here bgendsigand sigreturn sigcleanupremains for compatibility with
4.2BSD’slongjmp There are a number of modifications for th&XV8600, particularly

in the machine check and memory error handlers and in the use of the consol®flags.
the VAX-11/750 more translationdffer parity faults are considered reemble. The
rebootroutine flushes the xécache before initiating the filesystem update, and ey w
longer for the update to complete. The time-of-day register is set,yasadier time
adjustments are not reflected there ydte microtimefunction was completed and is wo
used; it is careful not to allotime to appear to verse during time correctionsAn
initcpu routine was added to enable caches, floating point accelerators, etc.

machparam.h The filevax/param.twas renamed towid ambiguity when including param.h”.
ns_cksum.c  This nev file contains the checksum code for the Xerox NS network protocols.

pch.h The astor{) andastoff) macros no longer set an AST in the process control block (see
locores).
pte.h The pg_blknofield was increased to 24 bits to correspond withctin@p structure; the

pg_filendfield was reduced to a single bit, as it no longer contains a file descriptor.

swapgeneric.c Dumpdevandargdevare initialized to NODEVpreventing accidents should thée wsed
before configuration complete®EL is nav recognized as an erase character by éne k

nelges.
tmscp.h A new file which contains definitions for the Tape Mass Storage Control Protocol.
trap.c Syscall 63 is no longer reserved $yscallfor out-of-range calls. In order to malvait3

restartable syscallmust not clear the carry bit in the program status longword before
beginning a system call, but only after successful completion.

tu.c There were seral important fixes in the console TU58\airi

vm_machdep.c The chksizeroutine requires an additionalgaament, allowing it to check data size and bss
growth separately withoutverflow.

vmparam.h The limits to user process virtual memory allnondefult values to be defined by con-
figuration file options.The definition of DMMAX here ne@ defines only the maximum
value; it will be reduced according to the definition of MAXDSIZ. The space allocated to
user page tables was increased substantidllye free-memory threshold at which
pageoutbegins was changed to be at most 512K.
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6. Network

There hae been map changes in the kernel netvk support. A major change is the addition of the
Xerox NS protocols. During the course of the gmtgion of a second major protocol family to the kernel, a
number of Internet dependencies were resddrom common network code, and structural changes were
made to accommodate multiple protocol and addrassliés simultaneouslyln addition, there were a
large number of bug fixes and other cleanups in the generabkétg code and in the Internet protocols.
The skeletal support for PUP that was in 4.2BSD has beervedmo

The link layer drvers were changed towaa indication of the incoming interface with each petck
receved, and this information was madeasable to the protocol layerThere were seral problems that
could be corrected by taking advantage of this change. The IMP code neededdoosgackets for soft-
ware interrupt-leel processing in order to fix a race conditionf i needed to kne which interface had
receved the packt when decoding the addresses. ICMP needed this information to support information
requests and (newly added) network mask requests progethese request information about a specific
network. IPwas ale to tale alvantage of this change to implement redirect generation when the incoming
and outgoing interfaces are the same.

6.1. Network common code
The changes in the common support routines for networking, locat®gsinet are described here.

if arp.h This nav file contains the definitions for the Address Resolution Protocol (ARP) that are
independent of the protocols using ARP.
if.c Most of theif ifwith* functions that returned pointersifoet structures were ceerted to

ifa_with* equivalents that return pointers ttaddr structures. Theld if_ifonnetoffunc-

tion is no longer provided, as there is no concept of artwumber that is independent

of addressdmily. A new routine, ifa_ifwithdstaddr is provided for use with point-to-

point interfaices. Intedceioctls that set interface addresses are/ passed to the appro-
priate protocol using the RRCONTROL request of ther_usrreqentry Additional

ioctl operations were added to get and set interface metrics and to manipulate the ARP ta-
ble (seenetinet/if_etherk

if.h In 4.2BSD, the peinterface structurénetheld the address of the interface, as well as the
host and network numbers. Theseédl been meed into a nev structure,ifaddr, that is
managed by the addressfily. Theifnetstructure for an interface includes a pointer to a
linked list of addresses for the intecé. ThelFF_ROUTE flag was also remeed. The
software loopback interface is distinguished with avrikag. Eachinterface nev has a
routing metric that is stored by the kernel but only interpreted bylesgirouting pro-
cesses. Additiondhterfaceioctl operations allev the metric or the broadcast address to
be read or set. When regeil packets are passed to the receiving protocol thelude a
reference to the incoming interface; a variant of the IF_DEQUEUE macro,
IF_DEQUEUEIFR dequeues a packet and extracts the information about theingcei
interface.

if loop.c The software loopback der now supports Xerox NS and Internet protocolswas mod-
ified to provide information on the incoming interface to the receiving prototioé
loopback dwer's address(es) must mobe %t withifconfig

if_sl.c This file was added to support a customized line discipline for the use of an asynchronous
serial line as a network intade. Untilthe encapsulation is changed the interface sup-
ports only IP traffic.

raw_ch.c Raw sockets record the soeKs protocol number and address family is@ckprotostruc-
ture in the rav connection block. This alles a wildcard r&v protocol entry to support
raw sockets using ansingle protocol.
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raw_ch.h

raw_usrreg.c

route.c

route.h

Change® the Kernel in 4.3BSD

A sockprotodescription and a hook for protocol-specific options were added tovthe ra
protocol control block.

A bug was fixed that caused reasi packet return addresses to be corrupted periodically;
an mbuf was being used after it was fre®&huting is no longer done here, although the
raw socket protocol control block includes a routing entry for use by the transport proto-
col. TheSO_DONTROUTE flag n@ works correctly with rar sockets.

The routing algorithm as changed to use the first route found in the table instead of the
one with the lowest use count. This reduces routirghead and makes response more
predictable. Théoad-sharing effect of the old algorithm was minimal under most circum-
stances. Seral races were fed. Thehash indges havebeen declared as unsignedgne
ative indices vorked for the network route hash table but not for the host hash {@ilis.

fix was included on most 4.2BSD tapeslpw routes are placed at the front of the hash
chains instead of at the endhe redirect handling is more robust; redirects are only
accepted from the current roytend are not used if the wegatewvay is the local host.
The route allocated while checking a redirect is freash & the redirect is disbehed.
Host redirects cause aweoute to be created if the pieus route was to the netvk.
Routes created dynamically by redirects are marked as such. When addingutes,

the cateavay address is checked aigst the addresses of point-to-point links faae
matches before using another interface on the appropriaterketRtinit takes aguments

for flags and operation separateljowing point-to-point interfaces to delete old routes.

The size of the routing hash table has been changed to a power of two, allowing unsigned
modulus operations to be performed with a mask. The size of the table is expanded if the
GATEWAY option is configured.
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7. Internet network protocols

There are numerous bug fixes andeasions in the Internet protocol suppddyé/netine}. This
section describes some of the more important changes with very little detail. johtha changes span
several source files, and as it is very difficult to merge this code with earlier versions of these protocols, it is
strongly recommended that the 4.3BSD network be adopted intact, with local haglksl iméo it only if
necessary.

7.1. Internet common code

By far, the most important change in IP and the shared Internet support layer is the addition of sub-
network addressing. Thisatility is used (and required) by a number of largeagity and other netarks
that include multiple physical networks as well as connections with ARPB Internet. Subnesupport
allows a collection of interconnected local networks to share a single network naidivgy the comple-
ity of the local environment and routing from external hosts atevgys. Thesubnet support in 4.3BSD
conforms with the Internet standard for subnet addressing, RFCFB@ach network interface, a net-
work mask is set along with the address. This mask determines which portion of the address iotke netw
numberincluding the subnet, and by deft is set according to the network class (A, B, or C, with 8, 16, or
24 bits of netwrk part, respectely). Within a subnetted network each subnet appears as a distinct net-
work; externally the entire network appears to be a single entity.

Another important change in IP addressing is a change to the default IP broadcast address.
default broadcast address is the address with a host part of all ones (using the definition
INADDR_BROADCAST), in conformance with RFC-919n 4.2BSD, the broadcast address was the
address with a host part of all zerosADDR_ANY). To facilitate the cowversion process, and to help
avad breaking networks with forarded broadcasts, 4.3BSD allows the broadcast address to be set for each
interface. IPrecognizes and accepts network broadcasts as well as subnet broadcasts when subnets are
enabled. Suchroadcasts normally originate from hosts that do notvkamout subnets. IP also accepts
old-style (4.2) broadcasts using a host part of all zeros, either as@letvsubnet broadcast. An address
of all ones is recognized as “broadcast on this natyvand an address of all zeros is accepted as well.

The latter tvo are sometimes used in broadcast information requests or network mask requests in the course
of starting a disklessavkstation. ICMFncludes support for the Network Mask Request and Respénse.

new routine,in_broadcastwas added for the use of link layer output routines to determine whether an IP
packet should be broadcast.

Network numbers are mostored and used unshifted to minimize wensions and reduce theves-
head associated with comparisons. 4.2BSD shifted network numbers to the low-order part afdthe w
The structure defining Internet addresses no longer includes the old IMP-host fields, but only a featureless
32-bit address.

in.h The definitions of Internet port numbers in this file were deleted, gshdnee been
superceded by thgedservicebynaménterface. A definition was added for the single
option at the IP kel accessible throughetsokopt, IP_ OPTIONS.

in_pch.h The Internet protocol control block includes a pointer to an optionaf odntaining 1P
options.
in_var.h This nev header file contains the declaration of the Internet variety of thanjeeface

address informationThein_ifaddr structure includes the network, subnet, network mask
and broadcast information.

in.c The if_* routines which manipulate Internet addresses were renamed*toin_netof
andin_Inaofcheck whether the address is for a directly-connectedonietand if so thg
use the local network mask to return the subnet/net and host portions, velpecti
in_localaddrdetermines whether an address corresponds to a directly-connectetknetw
By default, this includes an subnet of a local network; a configuration option,
SUBNETSARELOCAL=0, changes this to return true only for a directly-connected sub-
net or non-subnetted netvk. Interfaceioctls that get or set addresses or related status
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information are forwarded tm_control which implements themin_iaonnetofreplaces
if_ifonnetoffor Internet addresses only.

in_pch.c The destination address otannectmay be gren as NADDR_ANY (0) as a shorthand
notation for “this host. T his simplifies the process of connecting to local eerguch as
the name-domain server that translates host names to addréfsesthe short-hand
address INDDR_BROADCAST is conerted to the broadcast address for the primary
local network; it fails if that netark is incapable of broadcast. The source address for a
connection or datagram is selected according to the outgoing interface; the initial route is
allocated at this time and stored in the protocol control block, so that it may be ased ag
when actually sending the paatts). Thein_pcbnotifyroutine was generalized to apply
ary function and/or report an error to all connections to a destination; it is used to notify
connections of routing changes and other non-error situations as well as é&leors.
entries hge been added to this\e to invdidate cached routes when routing changes
occur as vell as to report possible routing failures detected by highkelsle

in_proto.c The protocol switch table for Internet protocols includes entries farthtwetputroutines.
ICMP may be used with wvasockets. Araw wildcard entry allows na& sockets to use an
protocol not already implemented in the kernel (e.g., EGP).

7.2. IP

Support vas added for IP source routing and other IP options (partiyedérom BBN'’s implemen-
tation). Onoutput, IP options such as strict or loose source route and record may be set by a client process
using TCRPUDP or rav IP sockets. IPproperly updates source-route and record-route options when for
warding (and leaes them in the packet, unkk4.2 which stripped them out after updating). IP input pre-
senes al source-routing information in an incoming patland passes it up to the receiving protocol upon
request, reersing it and arranging it in the same way as user-supplied options. Both TCP and ICMP
retrieve incoming source routes for use in repliddost of the option-handling code has beenvederd to
use bcopyinstead of structure assignments when copying addresses, as the alignment in the incoming
paclet may not be correct for the host. This is not required on the VAX, but is needed on most other
machines running 4.2BSD.

ip.h The IP time-to-Ne field is decremented by one when farding; in 4.2BSD this alue
was five.

ip_var.h Data structures and definitions were added for storing IP optidas.fields hae been
added to the structure containing IP statistics.

ip_input.c The changes to ga and present incoming IP source-routing information to higheal le

protocols are in this fileThe identity of the interface that reeed the packet is also
determined byip_inputand passed to the next protocol retwj the packt. To avoid

using uninitialized data structures, IP must najibeeceiving packets until at least one
Internet address has been sAtbug in the reassembly of IP packets with options has
been corrected. Machines with only a single network iaterf(in addition to the loop-
back interface) no longer attempt to forward reedilP paclkets that are not destined for
them; thg aso do not respond with ICMP errors unless configured with thEEBWAY
option. Thischange preents large increases in network activity which used to result
when an IP packet that was broadcast was not understood as a broAduastelement
route cache was added to the IP forwarding routiien a packet is forwarded using
the same interface on which it amdl, if the source host is on the directly-attached net-
work, an ICMP redirect is sent to the source. If the route used foafdimg was a route

to a host or a route to a subnet, a host redirect is used, otherwise a network redirect is sent.
The generation of redirects may be disabled by a configuration option, IPSENDREDI-
RECTS=0. Morestatistics are collected, in particular on traffic and fragmentafidwe
ip_ctlinput routine was meed to each of the uppelevel protocols, as the each hae
somewhat different requirements.
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ip_output.c The IP output routine manages a cached route in the protocol control block for each TCP
UDP or rav IP socket. If the destination has changed, the route has beeredchdan,
or the route was freed because of a routing changey aoute is obtained. The route is
not used if the IP_QUTETOIF (aka SO_DONTROUTE or MSG_DONTRITE) option
is present.Preformed IP options passedipo outputare inserted, changing the destina-
tion address as requiredheip_ctloutputroutine allows options to be set for an ndi
ual socket, validating and internalizing them as appropriate.

raw_ip.c The type-of-service and offset fields in the IP header are set to zero on olitgut.
SO_DONTROUTE flag is handled properly.

7.3. ICMP

There hae keen numerous fixes and corrections to ICNIEngth calculations va been corrected,
allowing most ICMP paodt lengths to be reagid and allowing errors to be sent about smaller input pack-
ets. ICMPnow uses information about the intade on which a message was reetio determine the cer
rect source address on returned error packets and replies to information requests. Support was added for
the Network Mask RequesfResponses to source-routed requests use Weesed source route for the
return trip. Timestamps are created withicrotime alowing 1-millisecond resolution.The icmp_error
routine is capable of sending ICMP redirects. When processing network redirects, the returned source
address is corerted to a netwrk address before passing it to the routing redirect handler translation
of ICMP errors to Unix error returns was updated.

7.4. TCP

In addition to bug fixes, seral performance changesveabeen made to TCPSeveaal of these
address werall network performance and congestiomidance, while others address performance of an
individual connection. The most important changes concern the TCP send ppiiat, the sender silly-
window syndrome ®@oidance strategy was &d. In4.2BSD, the amount that could be sent was compared
to the offered winde, and thus small amounts could still be sent if the rexeaiffered a silly winde.
Once this wvas fixed, there were problems with peers thaemeffered windows large enough for a maxi-
mum sg@ment, or at least 512 bytes (e.g., the peer BG A an IBM PC). Code was then added to main-
tain estimates of the peereceve and send bffer sizes. The send pajiavill now send if the offered win-
dow is at least one-half of the reset’s kuffer, as well as when the windwis at least a full-sized ggnent.
(When the windw is large enough for all data that is queued, the data will also be sent.) Theuffend b
size estimate is not yet used, but is desired fomadetayed-acknaledgement scheme that has yet to be
tested. Anotheproblem that was exposed when the silly-windwoidance vas fixed was that the persist
code didnt expect to be used with a non-zero wimdoThe persist n@ lasts only until the first timeout, at
which time a paadt is sent of the largest size allowed by the windt this packet is not ackmdedged,
the output routine must begin retransmission rather than returning to the persist state.

Another change related to the send polg a drategy designed to minimize the number of small
paclets outstanding on slolinks. Thisis an implementation of an algorithm proposed by John Nagle in
RFC-896. Thealgorithm is very simple: when there is outstanding, unacknowledged data pending on a
connection, n@ data are not sent unless yhdl a maximum-sized ggment. Thisallows bulk data trans-
fers to proceed, but causes small-packeti¢rafich as remote login to bundle together dataveteiiring
a dngle round-trip time. On high-bandwidth, low-delay netis such as a local Ethernet, this change sel-
dom causes delaput over dow links or across the Internet, the number of small packets can be reduced
considerably This algorithm does interact poorly with one type of usageehe, as cemonstrated by the
X window system. Whersmall packets are sent in a stream, such as when doing-héiméng to posi-
tion a nev window, and when no echo or other ackviedgement is being resed from the other end of
the connection, the round-trip delay becomes & las the delayed-acknowledgement timer on the remote
end. For such clients, a TCP option may be set watsokopt to defeat this part of the send pglic

For bulk-data transfers, the st single change to imm® performance is to increase the size of the
send and rece¢ huffers. Thedefault tuffer size in 4.3BSD is 4096 bytes, double the value in 4.2BSD.
These values all®e more outstanding data and reduce the amount of tiaing for a windev update from
the recarer. They aso improve the utility of the delayed-acknowledgement siggte The delayed
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acknavledgment strategy withholds acknowledgements until a wngmdate would unoger at least 35%
of the window; in 4.2BSD, with 1024-byte patk on an Ethernet and 2048-byte windows, this took only a
single packt. With 4096-byte windows, up to 50% of the acknowledgements maydided.

The use of largerfers might cause problems when bulk-data transfers mustdeaseeral net-
works and gtevays with limited luffering capacity The source-quench ICMP message was provided to
allow gatewvays in such circumstances to cause source hostsvotlséir rate of packet injection into the
network. While4.2BSD ignored such messages, the 4.3BSD TCP includes a mechanism for throttling back
the sender when a source quench is vedei Thisis done by creating an artificially small winddone
which is 80% of the outstanding data at the time the quench isegcbut no less than onegseent).
This artificial congestion windwo is dowly opened as acknowledgements are kexcki Theresult under
most circumstances is a sidluctuation around theuiffering limit of the intermediateajevays, depending
on the other traffic flowing at the same time.

A final set of changes designed to imyraetwork throughput concerns the retransmission golic
The retransmission timer is set according to the current round-trip time estldrdtetunately the round-
trip timing code in 4.2BSD had w&al bugs which caused retransmissions to begin much too ddrdgse
bugs in round trip timing hae keen corrected. Also, the retransmission code has been tuned, usitgra f
backof after the first retransmission. On an initial connection request where there is no round-trip time
estimate, a much more consative licy is used. Whera dow link intervenes between the sender and
the destination, this poljcavoids queuing lage numbers of retransmitted connection requests before a
reply can be receed. It also &oids saturation when the destination host is down orxistemt. Duringa
connection, when the retransmission timegires, only a single packet is sent. When only a singlegback
has been lost, thisveids resending data that was successfully vedeiwhen a host has gone down or
become unreachable, it@ds sending multiple packets at each timeout. Once anothenaeklyement is
receved, the transmission poliaeturns to normal.

4.2BSD offered a maximum rewei £gnent size of 1024 for all connections, and accepted such
offers wheneer made. Havever, that size vas especially poor for the Arpanet and other 1822-based IMP
networks (sorry make that PSN networks) where the maximum packet size is 1007 bytes. This was com-
pounded by auyg in the LH/DH dwer that did not allav space for an end-of-packet bit in the reeei
buffer, and thus maximum size packets that were kedeivere split acrossuffers. This,in turn, aggra-
vated a hardware problem causing small packets following a segmentexd fmabk concatenated with the
previous packt. Theresult of this set of conditions was that performance across the Arpanet was some-
times abominably sle. The maximum size segment selected by 4.3BSD is chosen according to the desti-
nation and the intesite to be used. The segment size chosen is somewhat less than the maximum transmis-
sion unit of the outgoing intea€e. Ifthe destination is not local, thegseent size is a cemnient small
size near the dafilt maximum size (512 bytes). This value is both the maximum segment size offered to
the sender by the regei sde, and the maximum size segment that will be sent. Of course, the send size is
also limited to be no more than the re@eehas indicated it is willing to reces.

The initial sequence number prototype for TCP is mocremented much more quickly; this has
exposed tw bugs. Boththe window-update receiving code and the urgent dataviegetode compared
sequence numbers to 0 the first timeythwere called on a connection. Thail$ if the initial sequence
number has wrapped around tagae/e rumbers. Bothare naev initialized when the connection is set up.
This still remains a problem in maintaining compatibility with 4.2BSD systems; thus an option,
TCP_COMRT_42, was added towaid using such sequence numbers until 4.2 systerme been
upgraded.

Additional changes in TCP are listed by source file:

tcp_input.c The common case of TCP data input, thevarof the next expected data segment with
an empty reassembly queue, was made into a simplified macrdiétenef. Tcp_input
was nodified to knev when it needed to call the output side, reducing unnecessary tests
for most acknowledgement-only pa&tk. Thereceve window size calculation on input
was modified to &oid shrinking the offered window; this change was needed due to a
change in input data packaging by the link lay&ibug in handling TCP packets resed
with both data and options (that are not supposed to be used) has been cdifrdetad.
is receved on a onnection after the process has closed, the other end is sent a reset,
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preventing connections from hanging in CLOSEAW on one end and FIN_WAIT_2 on

the other (4.2BSD contained code to do this, but it wasenexecuted because such
input paclets had already been dropped as being outside of theeedretdow.) A timer

is nowv started upon entering FIN_WAIT_2 state if the local user has closed, closing the
connection if the final FIN is not reeed within a reasonable time. Half-open connec-
tions are na reset more reliably; there were circumstances under which one end could be
rebooted, and meconnection requests that used the same port number might noeracei
reset. Thaurgent-data code & modified to remember which data had already been read
by the useravoiding possible confusion if tav urgent-data signals were reeed dose
together Another change as made specifically for connections with &CT The TAC
doesnt fill in the windaw field on its initial packet (SYN), and the apparent winde
random. Therés some question as to the validity of the wiwdeld if the packet does

not have ACK set, and therefore TCP was changed to ignore the wimtformation on
those packets.

tcp_output.c  The advertised windw is neve alowed to shrink, in correspondence with the earlier
change in the input handlefhe retransmit code was changed to check for shrinking win-
dows, updating the connection state rather than timing out whiiéng for acknavledge-
ment. Themodifications to the send poficescribed abee ae largely within this file.

tcp_timer.c The timer routines were changed to walla longer wait for ackneledgements. (TCP
would generally time out before the routing protocol had changed routes.)

7.5. UDP

An error in the checksumming of output UDP petskwas corrected. Checksums ares imhecked
by default, unless the COMIP_42 configuration option is specified,; it is provided towallmmmunication
with the 4.2BSD UDP implementation, which generates incorrect checkatmsn UDP datagrams are
recevved for a port at which no process is listening, ICMP unreachable messages are sent in response unless
the input packet was a broadcast. The size of theveeteffer was increased, asveeal large datagrams
and their attached addresses could otherwise fill tHferb The time-to-lve o output datagrams as
reduced from 255 to 30. UDP uses itencctlinput routine for handling of ICMP errors, so that errors may
be reported to the sender without closing the socket.

7.6. Address Resolution Protocol

The address resolution protocol has been generalizedv@anelt was gecific for IP on 10Mb/s
Ethernet; it nav handles multiple protocols on 10 Mb/s Ethernet and could easily be adapted to other hard-
ware as well. This change was made while adding ARP resolution of trailer protocol addiéssts.
desiring to receke tailer encapsulations mustwandicate that by the use of ARFhis allows trailers to
be used between cooperating 4.3 machines while using non-trailer encapsulations with othérhieosts.
negotiation need not be symmetrical: a VAX may request trailers, for example, and a SUN may note this
and send trailer packets to the VAX without itself requesting trailEings change requires modifications to
the 10 Mb/s Ethernet dwrs, which must provide an additional argumenatpresolve a pointer for the
additional return &lue indicating whether trailer encapsulations may be s@éfith this change, the
IFF_NOTRAILERS flag on each interface is interpreted to mean that trailers should not be requested.
Modifications to ARP from SUN Microsystems aiddtl operations to examine and modify entries in the
ARP address translation table, and tovallRP translations to béublished: W hen future requests are
receved for Ethernet address translations, if the translation is in the table and is marked as publighed, the
will be answered for that hosT.hose modifications superceded tloéddmap” algorithmic translation from
IP addresses, which has been reedo Packets are not forwarded to the loopback interface if it is not
marked up, and aug causing an mbuf to be freed twice if the loopback output fails was corred®l.
complains if a host lists the broadcast address as its Ethernet adtinesARP tables were enlarged to
reflect larger network configurationswon use. Anew function for use in dvier messagesgther_sprintf
formats a 48-bit Ethernet address and returns a pointer to the resulting string.
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7.7. IMP support

The supportdcilities for connections to an 1822 (or X.25) IMP pdsy$/netimp havehad segeral
bug fixes and one gtension. Unitnumbers are mo checled more carefully during autoconfiguration.
Code from BRL vas installed to support class B and C meks. Errorpaclets recaied from the IMP
such as Host Dead are queued in the interrupt handler for reprocessing fromasesiofigvrupt, @oiding
state transitions in the protocols at priorities\et®plnet The host-dead timer is no longer restarted when
attempting ne output, as a persistent sender could otherwiseeptenev output from being attempted
once a host was reportedvwdn  Thenetwork number is abays taken from the address configured for the
interface at boot time; network 10 is no longer assundetimer is used to prxent blocking if RFNM mes-
sages from the IMP are losA race was fixed when freeing mbufs containing host table entries, as the
mbuf had been used after it was freed.
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8. Xerox Network Systems Protocols

4.3BSD nav supports some of the Xerox NS protocols. The kernel willvalibe user to send or
receve IDP datagrams directlpr establish a Sequenceddéket connection. It will generate Error Protocol
paclets when necessamgnd may close user connections if this is the appropriate action on receipt of such
paclets. Itwill respond to Echo Protocol requests. The Routing Information Protocaddated by a user
level process, and sufficient access has been left for other protocols to be implemented using IDP data-
grams. Itwould be possible to set the additional fields required for HweP Exchange format at user
level, to provide a daemon to respond to time-of-day requests, or conduct an expanding ring broadcast to
discover clearinghouses.

Wherever possible, the algorithms and data structures parallel those used in Internet protocol support,
so that little extra effort should be required to maintain the NS protocols. There has not yet been much
effort at tuning.

8.1. Naming

A machine running 4.3 is allowed tougamly one six-byte NS host address, but is permitted to be
on seeral networks. Asin the Internet case, an address of all zeros may be used to bind the host address
for an offered serviceUnlike the Internet case, an address of all zeros cannot be used to contact a service
on the same machine. (This should be changed.)

There is only one name space of port numbers, as opposed to the Internet case where each protocol
has its own port space.

Several point-to-point connections can share the same network nurmberdestination of a point-
to-point connection can tia a dfferent network number from the local end.

The filesns.h ns_pcb.hns.¢ ns_pcb.candns_proto.care direct translations of similarly named files
in the netinet directoryNs_pcbnotifydiffers a little fromin_pcbnotifyin that it takes an extra parameter
which it will pass to the'notification” routine argument indirecthoy guffing it in each NS control block
selected.

This header files_if.hcontains the declaration of the NS variety of theiperface address infor
mation, likenetinet/in_var.h

8.2. Encapsulations

The stipulation that each host is allowed exactly one 6 byte address implies that each 10 Mb/s Ether
net interface other than the first will need to reprogram igsipal address. All the 10 Mb/s Ethernetvelri
ers supplied with 4.3BSD perform thi$he 3 Mb/s Ethernet drér does not perform gnaddress resolu-
tion, but uses the 6th byte of the NS host address as a PUP host,nmakieg it largely incompatible
with altos running XNS. In a system with both 3 Mb/s and 10 Mb/s Ethernets, one should configure the 3
Mb/s network first.

The file ns_ip.ccontains code pxading a mechanism for sending XNS packetsrany medium
supporting IP datagrams. Itiitds objects that look li& point-to-point interfaces from the point of weof
NS, and a protocol from the point of wief IP. Each of these pseudo interface structures has extra IP data
at the end (a route, source and destination), andxfitstlg into an mhbf. If theifnet structure grows an
larger the extra data will hae © be put in a separate mfy, or the whole scheme will tia o be ewaked
more rationally.

8.3. Datagrams

The filesns_input.candns_output.@ontain the basevel routines which interact with netwk inter
face drivers. Thereis a kernel griableidp_cksumwhich can be used to defeat checksums for all gtack
(There ought to be an option per socket to do thisle NS output routine manages a cached route in the
protocol control block of each saek If the destination has changed, the route has beeredhddwn, or
the route was freed because of a routing changewarage is obtained. The route is not used if the
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NS_ROUTETOIF (aka SO_DONTROUTE or MSG_DONTROUTE) option is present.
The filesidp.h, idp_var.h andidp_usrreq.care the analogues afip.h udp_var.hand udp_usrreq.c

8.4. Error and Echo protocols

Routines for processing incoming error protocol packets are iarror.c They call ctlinput routines
for IDP and SPP to maintain structural similarity to the Internet implementation. The kernel will generate
error messages indicating lack of a listener at a port, incorrectlywedatiecksum, or that a packetss
thrown avay due to insufficient resources at the recipientffdr full). The echo protocol is handled as a
special case. If there is no listener at port number 2, then the routine that generatedisiterter’ error
message will inspect the packet to see ifaswan echo request, and if so, will echo it. Thus, the user is free
to construct his own echoing daemon if he so chooses.

8.5. SequencedPacket Protocol

In general, this code empt® the Internet TCP algorithms where possible. By default, a thage-w
handshag& is wsed in establishing connections. There is a compile time option to ethglaninimal tvo
way handshak. Incomingconnections may multipked by source machine and port, as in the Internet
case. lwill switch over ports when establishing connections if requested to do so.

The retransmission timing and strategies are mueh tlikse of TCPthough recent performance
enhancements fia ot yet migrated here. There has not yet been much opportunity to tune this implemen-
tation. Thecode is intended to generateelp-alve packets, though there is some evidence thigt isork-
ing yet. The TCP source-quench strategy habaen added eitheThe default nominal packet size is 576
bytes, and the default amount afffiering is 2048. It is possible to raise both by setting appropriatesock
options.
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9. VAX Network Interface dri vers

Most of the changes in the netilk interfaces follae common patterns that are summarized in cate-
gories. Inaddition, there are a number of bugefix Thechange that was made waisally to the interice
handlers was to remae theioctl routines that set the intade address and flags, replacing them by simpler
routines that merely initialize the hardware if this has not already been 8ereal of the drvers notice
when the IFF_UP flag is cleared and perform a hardware reset, then reinitialize the interface when IFF_UP
is set agin. Thisallows interfaces to be turnedfoéind also provides a mechanism to reset devices that
have lost interrupts or otherwise stopped functioning. The handling of the othermasdthgs has been
made more consistentFF_RUNNING is used uniformly to indicate that UNIBUS resourcegehbeen
allocated and that the board has been initialiZEte reset routines clear this flag before reinitializing so
that both operations will be repeated.

9.1. InterfaceUNIBUS support

The UNIBUS common support routines for netw interfaces hze keen modified to support multi-
ple transmit and recet huffers per deice. A set of macros provide a nearly-compatible interface for
devices using a singleuffer of each type When placing receed packets into mifs, if ubaget prepends a
pointer to the receiving interface to the data; this requires that theaoggrbinter be passeditoubaget or
if rubaget as an additional gument. Whenmemaoving the trailer header from the front of a packet, inter
face recere routines must mee te interbice pointer which precedes the header; see one okittng
drivers for an @ample. Wheneceved data is lager than half of an mbuf clustéhe data will be placed in
an mbuf cluster rather than a chain of smallufeb Similarly in if _ubaput clusters may be remapped
instead of copied if theare at least one-half full and are the last mbuf of the chiaan.devices like the
DEC DEUNMA that wish to perform recet gerations on a transmitiffer, the transmit bffers are markd.
Receve gerations from transmituffers force page mapping to be consistent before attempting to read
data or swap pages from them.

9.2. 10Mb/s Ethernet

The 10Mb/s Ethernet handlersviealeen modified to use thewéARP interaces. Thg no longer
usearpattach and the call taarpresolvecontains an additional gmment for a second return, a boolean for
the use of trailer encapsulations. Input and output functions were augmented to handle NS &2 pack
For hosts using Xerox NS with multiple interfaces, thesels are able to reprogram the physical address
on each board so that all interfaces use the address of the first configuraddnt@étichardware Ethernet
addresses are printed during autoconfiguration.

9.3. Changespecific to individual drivers

if acc.c An additional word was added to the inpuffer to allov space for the end-of-message
bit on a maximum-sized message withogrsentation. Thiswvads a hardware problem
that sometimes causes the next gadk be concatenated with the end-of-message se

ment.

if ddn.c A new diver from ACC for the ACC DDN Standard mode X.25 IMP interface.

if de.c A new diver for the DEC DEUM 10 Mb/s Ethernet controllerThe hardware is reset
whenifconfiged down and reinitialized when marked up again.

if dmc.c The DMC-11/DMR-11 drer has been made much more ueb It now uses multiple

transmit and recee kuffers. Alink-layer encapsulation is used to indicate the type of the
paclet; this drver is thus incompatible with the 4.2BSD DMC d&i. (The driver is, hav-
eve, compatible with current ULTRIX dviers.)

if ec.c The handler for the 3Com 10 Mb/s Ethernet controller is dole to support multiple
units. Theaddress of the UNIBUS memory is taken from the flags in the configuration
file; note that address 0 is still the aait. TheUNIBUS memory is configured in a sepa-
rate memory-probe routine that is called during autoconfiguration and after dJINIB
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if en.c
if_ex.c

if_hdh.c
if_hy.c

if_il.c

if_ix.c

if uba.c

if vv.c
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reset. Thisallows the 3Com interface reset to work correcilyne collision bacéff algo-
rithm was corrected so that the maximum lmdicls within the specification, rather than
waiting seconds after numerous collisionEhe private ecgetand ecputroutines were
modified to correspond with th& ubaroutines. Thehardware is reset wheifconfiged
down and reinitialized when marked up again.

The 3 Mb/s Experimental Ethernet\di now supports NS IDP packets, using a simple
algorithmic comersion of host to Ethernet address@sie enswalfunction was corrected.

A new diver for the Excelan 204 10 Mb/s Ethernet controlised as a link-layer inter
face.

A new diver for the ACC HDH IMP interface.

A new \ersion of the Hyperchannel der from Tektronix was installed. It is untested
with 4.3BSD.

The Interlan 1010 and 1010A der now resets the inteace and checks the result of hard-
ware diagnostics when initializing the boar@he hardware is reset whdoonfiged davn
and reinitialized when marked up again.

A new diver for using the Interlan NP100 10 Mb/s Ethernet controller as a hrek-le
interface.

In addition to the major changes in UNUB support functions, there werevaml bug
fixes made.Interfaces with no link-leel header are set up properhA variable was
reused incorrectly iif_wubaput and this has been corrected.

The driver for the Proteon proNET has beenvoeked in sgeral areas. The elaborate
error handling code had\ssal problems and as simplified considerablyThe driver
includes support for both the 10 Mb/s and 80 Mb/s ringse byte ordering of the trailer
fields was corrected; this makes the trailer format incompatible with the 4.2B&D dri
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10. VAX MASSBUS device drvers

This section documents the modifications in theedsi for devices on the VAX MASSBUS, with
sources irisys/vaxmbgaas well as general changes made to all disk and taperslri

10.1. Generakhanges in disk drivers

Most of the disk driers’ strategy routines were changed to report an end-of-file when attempting to
read the first block after the end of a partition. Distinct errors are returned fodstenedrves, blocks
out of range, and hard I/O error§he dkblockand dkunit macros once used to support disk intefileg
were remeed, as interleaving makes no sense with the current file systgaization. Messagefor
recoverable errors, such as soft ECC's, arevimandled bylog instead ofrintf.

10.2. Generakhanges in tape dwers

The open functions in the tape\dnis nav return sensible errors if a de is in uise. Thg savea
pointer to the uses’terminal when opened, so that error messages from interugptriay be printed on
the usess terminal usingprintf.

10.3. Modificationsto individual MASSBUS device drivers

hp.c

mba.c

Error recaery in the MASSBUS disk dvier is considerably better mothan it was. The
driver deals with multiple errors in the same transfer much more gracettdiglier ver-
sions could go into an endless loop correcting one,ehen retrying the transfer from
the beginning when a second err@siencountered. The der now restarts with the first
sector not yet successfully transferred. ECC correction s passible on bad-sector
replacements. Theorrect sector number is woprinted in most error message$he
code to decide whether to initiate a data transfer or whether to do a searchrvected,
and thesdist/rdistparameters were split into three parameters for eaeh: dnie mini-
mum and maximum rotational distances from the desired sector between which to start a
transfer and the number of sectors to all@fter a search before the desired sectdre
values chosen for these parameters are probably still not optimal.

There were races when doing a retry on oneedtiat continued with a repositioning
command (recal or seek) and when then beginning a data transfer on anethertdrse
were corrected by using a distinguished return value, MBD_REPOSITION,Hipoitmt

to change the controller state whereréing to positioning operations during a reexy.

The remaining steps in the reeoy are then managed byustart Offset commands
were previously done under interrupt control, but only on the same retries as nesgls (e
eighth retry starting with the fourth)lhey are nav done on each read retry after the 16th
and are done byusy-waiting to aoid the race described al®m The tests in the error
decoding section of the interrupt handler were rearranged for clarity and to simplify the
tests for special conditions such as format operatidhe hpdtinttimes out if the drie
does not become ready after an interrupt rather than hanging at high .pkighien for
warding bad sector$ypecccorrectly handles partial-sector transfers; prior versiomglav
transfer a full sectoithen continue with a mgetive byte count, encountering anvaiid
map register immediately thereaftdPartial-sector transfers are requested by the virtual
memory system when swapping page tables.

The top leel MASSBUS driver supports the ne return code from data-transfer interrupts

that indicate a return to positioning commands before restarting a data trénisfeapa-

ble of restarting a transfer after partial completion and adjusting the starting address and
byte count according to the amount remaining. It has also been modified to support data
transfers in reerse, required for proper error reeoy on the TU78.Mbustartdoes not

check dives to ®e that theg are present, as dual-ported disks may appeant® agpe of

zero if the other port is using the disk; in this case, the disk unit start will return
MBU_BUSY.
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mt.c The TU78 dwer has beenxensively modified and tested to do better error rexy and
to support additional operations.
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11. VAX UNIBUS device drivers

This section includes changes in devicevas for UNIBUS peripherals other than network inter
faces. Modificationeommon to all of the disk and tapewdrs are listed in the previous section on MASS-
BUS divers. Mary of the UNIBUS drivers were missing null terminations on their lists of standard
addresses; this has been corrected.

11.1. Changesn terminal multiplexor handling

There are numerous changes that were made uniformly in each ofvidre b UNIBUS terminal
multiplexors (DH11, DHU11, DMF32, DMZ32, DZ11 and DZ32). The DMA terminal boards on the same
UNIBUS share map registers to map tliststo UNIBUS address space. The initializationttyé at goen
and changes fronoctls havebeen made uniform; the defit speed is 9600 bautiardware parameters are
changed when local modes change; these include LLITOUT andwheRASSS8 options for 8-bit output
and input respectély. The code conditional on POBELECTOR to accept characters while or before
carrier is recognized is the same in alveis. Theprocessing done for carrier transitions was line disci-
pline-specific, and has been ved into the standartty code; it is called through the pieusly-unused
|_modenentry to the line discipline. This routirsereturn is used to decide whether to drop DTRIR is
asserted on lines gerdless of the state of the software carrier flage drivers for hardware without silo
timeouts (DH11, DZ11) dynamically switch between use of the silo during periods of high input and per
character interrupts when input iswloThe timer routines schedule themselves via timeouts and are no
longer called directly from theoftclockinterrupt. Thetimeout runs once per second unless silos are
enabled. Hardare faults such as nonexistent memory errors ands#filaws uselog instead ofprintf to
avad blocking the system at interrupt/éb

11.2. Changesn individual dri vers

dmf.c The use of the parallel printer port on the DMF32 i sopported. Autoconfiguratioof
the DMF includes a test for the sections of the DMF that are present; if only the asynchro-
nous serial ports or parallel printer ports are present, the number of interctgrswsed
is reduced to the minimum numbefhe common code for the DMF and DMZ \ais
was moved to dmfdmz.c Output is done by DMA.The Emule DMF emulator should
work with this driver, despite the incorrect update of the bus address register with odd
byte counts. Fla control should work properly with DMA or silo output.

dmfdmz.c This file contains common code for the DMF and DMZ/&s.

dmz.c This is a nev device driver for the DMZ32 terminal multiplexor.

idc.c The ECC code for the Integral Disk Controller on the VAX 11/730 was corrected.
kgclock.c The profiling clock using a DL11 serial interface can be disabled by patching a global

variable in the load image before booting or in memory while running. It may thus be
used for a profiling run and then turned. of he proberoutine returns the correcalue

now.

Ip.c A fix was made so that sloprinters complete printing after device closghe spl's were
cleaned up.

ps.c The handler for the E & S Picture System 2 has substantial changes to fix refresh prob-
lems and clean up the code.

rk.c Missing entries in the RKO7 size table were added.

rl.c A missing partition was added to the RLO2vdri Drives that arert spun up during auto-
configuration are ne discovered.

rx.c It is no longer possible to lea a fbppy drive locked if no flopyy is present at open.

Incorrect open counts were corrected.
tm.c Hacks were added for density selection onvAxiple-density controllers.
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tmscp.c This is a ner driver for tape controllers using the Tape Mass Storage Control Protocol
such as the TU81.

ts.c Adjustment for odd byte addresses when usingfieted data path &s incorrect and has
been fixed.

uba.c The UBA_NEED16 flag is tested, and unusable map registers are not allocated for 16-bit

addressing deces. Optimizationsvere made to impke@ cde generation imbasetup
Zero-\ector interrupts on the\780 nav cause resets only when theccur at an unac-
ceptably high rate; this is appreciated by the users who happen to be on the dialups at the
time of the 250000th passi release since boot timeJNIBUS memory is e config-

ured separately from diees during autoconfiguration mpameminitand this process is
repeated after a UNIBUS resdbevices that consist of UNIBUS memory only may be
configured more easilyOn a DNV780, aiy map registers made useless by UNIBUS mem-

ory abae a near them are discarded.

ubareg.h Definitions were added to include the VAX8600.

ubavar.h Modifications to theuba_hdstructure allav zero vectors and UNIBUS memory allocation
to be handled more sensiblyThe uba_driver has a ne entry for configuration of
UNIBUS memory This routine may probe for UNIBUS memoind if no further con-
figuration is required may signify the completion of device configuratomacro was
added to extract the UNIBUS address from the value returnabiasetupanduballoc

uda.c This driver is considerably more robust than the one released with 4.2BSD. It configures
the drive ypes so that each type may use is1@artition tables. The partitions in the
tables as distributed are much more useful, but are mostly incompatible with \the pre
ously released drér; a configuration option, RBOMPAT, provides a combination of
new and old filesystems for use during eersion. Thebuffered-data-path handling has
been fixed. Adump routine was added.

up.c Entries were added for the Fujitsu Eagle (2351) in 48-sector mode on anxE3G3le
controller.

VS.C This is a drver for the VS100 display on the UNIBUS.
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12. Bootstrapand standalone utilities

The standalone routines lsys/standand/sys/mdechave receved some work. Thebootstrap code
is nov capable of booting from drés aher than dsie O The device type passed fronvdeto levd during
the bootstrap operation woencodes the device type, partition numhart number and MASSBUS or
UNIBUS adaptor number (one byte for each field, from least significant to most signifithethootstrap
is much fasteras he standaloneead operation uses val/O when possible.

The formatter has been much imped. It deals with skip-sector devices correctly; the previars v
sion tested for skip-sector capability incorrectiyd thus neer dealt with it. The formatter is capable of
formatting sections of the disk, track by track, and can ruariable number of passes. The error retry
logic in the standalone disk ders was corrected and parameterized so that the formatter may disable most
corrections.



