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ABSTRET

This documentdescribeshe majornaewv datastructureghathave beenintroducedo
the Version 7 UNIX systemto supportdemandpagingon the vax”-11/78a The reader
should be basically familiar with the vax architectureas describedin the VAX-11/780
Hardware Handbook.

Whenrelevant, alongwith the datastructureswe presentelatedsystemconstants
and macrodefinitions,and someindicationsof how the datais usedby the systemalgo-
rithms. We also describethe extensions/deletionshat have beenmadeto someof the
existing datastructures.Full descriptionof the pagingsystemalgorithms however, is not
given here.

T UNIX is a Trademark of Bell Laboratories

T Work supportedby the National ScienceFoundationunder grantsMCS 7807291,MCS 7824618,MCS
7407644-A03 and by an IBM Graduate Felithip to the second author

* VAX is a trademark of Digital Equipment Corporation.
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The pagingsubsystenof the virtual memoryextensionto the systemmaintainsfour new, basicdata
structuresthe (systemand process)page tables,the kernel map,the core map andthe disk map. This doc-
ument consists of a description of each of these data structures in turn.

PAGE TABLES

The formatof the procesgpagetablesaredefinedin the systemheadeffile pte.h.T The basicform of
the PageTableEntry (PTE)is dictatedby thevax-11/780architecture.Boththefirst level pagetable,knovn
asSysmapandthe secondevel per-procesagetablesconsistof arraysof this structure. The pagingsys-
tem males use of seral bit fields which hee no meaning to the hardave. Theindividual fields are:

pg_prot

pg_m

Pg_swapm

pg_vreadm

The ProtectionBits. Definethe accesamodeof the correspondingpage. Modesused
by the pagingsysteminclude PG_NOACC for invalid entries,PG_KR for the text of
the kernel, PG_KW for the kerneldataspacePG_URKR for text portionsof userpro-
cessesPG_URKW for text portionsof userprocessesluring modification (old form
exeq and ptrace) of text images, and PGJW for normal user data pages.

The Modify Bit. Setby hardvare asa resultof a write accesgo the page. Examined
and alteredby the pagingsubsystento find out if a pageis dirty and hasto be written
back to disk before the page frame can be released.

Indicateswhetherthe pagehasbeeninitialized, but never written to the swappingarea.
This bit is necessanpecausgg_m is normally or'ed with pg_vreadmto seeif the
pagehasever beenmodified,andthuspg_m is unavailable to forcea swapin this case.

Indicateswhetherthe pagehasbeenmaodified sinceit was last initialized. (Initializa-
tion occursduring stackgrowth, growth dueto break systemcalls, and as a result of
exec and vread systemcalls.) For use by the vwrite systemcall, which looks at the
inclusive-or of this and th@g_m bit. A vwrite also clears this bit.

T UNIX is a Trademark of Bell Laboratories
T Work supportedby the National ScienceFoundationunder grantsMCS 7807291,MCS 7824618,MCS
7407644-A03 and by an IBM Graduate Felhip to the second author

* VAX is a trademark of Digital Equipment Corporation.
T Copiesof the systemdefinitions(headerYiles relatedto the pagingsubsystenappearat the endof this docu-

ment.



pg_fod TheFill onDemandBit. Setonly whenthevalid bit (describedelow) is reset,indicat-
ing thatthe pagehasnot yet beeninitialized. Whenreferencedthe pagewill eitherbe
zerofilled, or filled with a block from the file systembasedon otherfields described
next.

pg_fileno Meaningful only when the pg_fod bit is set. If the pg_fileno field has value
PG_FZERO, thena referenceto sucha pageresultsin the allocationandclearingof a
pageframeratherthana disk transfer Whenstackor datasegmentgrownth occurs,the
pagetable entriesare initialized to fill on demandpageswith PG_FZERO in their
pg_fileno fields. The pageis otherwisefilled in from the file system,eitherfrom the
inode associatedvith the currently executing procesq(if pg_filenois PG_FTEXT), or
from a file.

pg_blkno Gives the block numberin afile systemdetermineddy the value of the pg_filenofield,
from which the pageis to be initialized. Note that this is the logical block numberin
the file system,not in the mappedobject. Thus no mappingis requiredat pagefault
time to locatethe actualdisk block; the systemsimply usesthe pg_filenofield to locate
aninodeandusesthei_dev field of thatinodein acall to adevice stratgy routine. The
size of this field (20 bits) limits the maximumsize of a filesystemto 21 20 blocks (1M
block).

pg_v The Valid bit. Setonly whenthepg_fod bit is reset. Indicatesthatthe mappingestab-
lished in the PTE is valid and can be usedby the hardware for addressranslation.
Accessto the PTE whenthis bit is resetcausesan AddressTranslation Not Valid fault
andtriggersthe pagingmechanism.If boththevalid andfill on demandbits arereset,
but the pg_pfnum field is non-zero,then the pageis still in memory and can be
reclaimedeitherfrom theloop or thefreelist withoutan1/O operatiorby simply revali-
datingthe page after possiblyremawing it from thefreelist. If thepg_fod bit is not set,
andthe pg_pfnumfield is zero,thenthe pagehasto be retrieved from disk. Note that
resettingthe valid bit for pageswhich are still residentallows for software detection
and recordingof referencegso pagessimulatinga referencebit, which the vax hard-
ware does not prade.

pg_pfnum The Page Frame Number Meaningful only whenthe pg_fod bit is reset. If the page
frameis valid, thenthis gives the physical pageframe numberthat the virtual pageis
currently mappedto. If no physical pageframeis currentlyallocatedthis field is zero
(except in page table entries8ysmapwhere unused entries are novayls cleared.)

System Rge Tables

The first level pagetable Sysmapconsistsof a physically contiguousarray of PTEsdefinedby the
processoregistersSBR (SystemBaseRagister),and SLR (SystemLength Register). SLR is loadedwith
the constanByssizat system initialization and remainsdikthereafter

Thefirst four pagesof the Sysmapmapthe kernelvirtual memoryfrom addresse§x8000000Qo0 the
end of kernel dataspaceonto the first pagesof physical memory Four pagesis enoughto mapa kernel
supportinga full load of memoryon avax-11/78a Immediatelyafter the pageswhich mapthe kernel text
and dataare the entrieswhich mapthe userstructureof the currentrunning procesgthe u. area.) Theu.
areais currentlysix pagedong, with thefirst two of thesepagesmappingthe userstructureitself, andthe
otherfour pagesmappingthe perprocessernelstack.t The positionof theu. in Sysmapetermineghatit
will i ve, in this system, at 0x80040000.

After the mapentriesresered for the u. areaare 16 words of systemmapresenred for utility usage.
The copysg routine usesoneof these(CMAP2) while makinga copy of one datapageto mapthe destina-
tion pageframe. This is necessarpecauseat the point of copying (during thefork systemcall) the parent

T Currently all six pagesare allocatedphysical memory;it is plannedthatin the future, the third of thesesix
pageswill be madea read-onlycopy of zeopage. Sincethe stackis obsered rarelyto enterthe third pagethis
will leave afull pagefor unanticipatedvorst-casestackgrowth, andgive a cleanterminationconditionshould
the stack eer accidentally grav beyond three pages.



procesds running,while the destinatiorpageis notin the parentsaddresspacebut ratherdestinedor the
childs addressspace. Sincethe parentmay fault on the sourcepageduring the copy, the contentsof this
map are saved in the software extensionto the pcb during context switch. Other utilities are usedby
clearsgy to mappagedo be clearedn implementingzerofill on demandpagesandby themem.cdriver to
map pages irdev/memwhen accessing ghkical memory

The Sysmapontinueswith setsof entriesfor the UBA control andmapregisters,the physical device
memory of a UNIBUS adaptoy and the control and map registersof upto three MASSBUSS adaptors.
Each of these consists of 16 page table entries, mapping 8K bytes.

Next, thereare a setof map entriesfor manipulatingu. structuresotherthanthe one of the current
running process.For instancethe pageout demon,which runsasproces2, needsaccesgo the diskmap
information of a processvhosepageis beingwritten to the disk. To get accesgo this, it usessix entriesin
the Sysmapknown asPushmapto mapthis u. into kernelvirtual memoryat a virtual addresggiven by
pushutl. There are several other map/utl pairs: Swapmapand swaputl, Xswapmapand xswaputl,
Xswap2mandxswap2utlForkmapandforkutl, Vimapandvfutl. Theseareusedin swappingandforking
new processes.

The final portion of the Sysmaponsistsof a map/utllike pair Usrptmap/usrptwhich is a resource
allocatedto hold thefirst level pagetablesof all currentlycore-residenprocessesThis is avery important
structure and will be described after we describe the basic structure of the page tables of a process.

Per-process page tables

Each processpossessethreelogical pagetables:oneto map eachof the text, dataand stack seg-
ments. Large portionsof the systemreferto pagetableentriesin eachof theseseggmentsby anindex, with
the first page of eachgment being numbered 0.

For the vax-11/780 version of the system thesepagetablesareimplementedoy two physically dis-
tinct pagetables,the PO Page Table mappingthe text anddatasegments,andthe P1 Page Table mapping
the stackseggment. Within the PO region, the text segmentis mappedstartingat virtual addres$) with the
datasggmentfollowing on thefirst pageboundaryafterit.* The stacksggment,on the otherhand,startsat
the bottomof the P1region andgrows toward smallervirtual addressesThe constantUSRSTACK corre-
spondgto the addres®f the byte onebeyond the userstack. The procesgagetablesarecontiguousn ker
nel virtual memory(KVM) andaresituatedwith the POtablefollowed by the P1 tablesuchthatthe top of
the first and the bottom of the secondare aligned at page boundaries.Note that this resultsin a gap
between the tavpage tables whose size does not normadbeed one page.

The size of the process’pagetables(PO+ gap + P1)in pagess containedn the software extension
to the pcblocatedat the top of the processu. area(in u_pchpch_szpt). This numberis alsoduplicatedin
the proc structure field_szpt.

Given x asthe virtual size of a processgtopt(x) resultsin the minimum numberof pagesof page
tablesrequiredto mapit. A processaccessefts pagetablesthroughthe descriptorsPOBR,POLR, P1BR,
andP1LR. The perprocessopiesof theseprocessoregistersarecontainedn the pcbandareloadedand
saved at processcontext switchtime. A copy of the POregion baseregisteris containedn the proc struc-
ture fieldp_pObr.

Given the above descriptionof the procesdayoutin virtual memory a pointerto a processanda page
table entrytheisa?ptemacros result itrue if the PTE is within the respeeé segment of procesp:

isaspte(p, pte) stack sgment?
isatpte(p, pte) text sgment?
isadpte(p, pte) data sgment?

Corversion betweensggmentpagenumbersand pointersto pagetable entriescanbe achieved by the fol-
lowing macros,wherep is the processof interest,andi is the virtual pagenumberwithin the sggment(a

*Later versionsof the systemfor the VAX-11/780 may align the datastartingat a 64K byte boundaryi.e. each
of the text, dataand stacksggmentswill usean integral numberof first level (Sysmay) entries. Therewould
thenbe a minimum of one pageof pagetablesfor eachsegment,and sharingof text pagetable pageswill be
made simple using the ability of the firstdeentries to point to common page table pages.



tptopte(p, i)
dptopte(p, i)
sptopte(p, i)

non-nggétive integer). Theseareusedin dealingwith the core map wherethe pagenumbersarekeptin this
form for compactness.

text page number to pte
data page number to pte
stack page number to pte

The vax hardware alsosupportsa virtual pageframenumber Thesebegin at O for the first pageof
the POregion andincreasehroughthe text anddataregions. For the stackregion they begin at the frame
beforebtop(USRSACK) anddecreaseNote thatthefirst stackpagehasa large (but positive) virtual page
frame number

Page frame numbersin the systemare very machinedependentand arereferredto as“v'’s. The
functionvtopte(p, v) will take av for a given processp and give back a pointerto the correspondingpage
tableentry The functionptetov(p, pte) performsthe inverse operation. To decidewhich seggmenta pteis
in, and to thereafter coeart from ptesto segment indices and back, the fallmg macros can be used:

isatsv(p, V)
isadsv(p, V)
isassv(p, V)
vtotp(p, V)
vtodp(p, V)
vtosp(p, V)
tptov(p, i)
dptov(p, i)
sptov(p, i)
ptetotp(p, pte)
ptetodp(p, pte)
ptetosp(p, pte)
tptopte(p, i)
dptopte(p, i)
sptopte(p, i)

is v in the tet sggment of process p?

is v in the data ggment of process p?

is v in the stack ggment of process p?
segment page number of pageahich is in text
segment page number of pageahich is in data
segment page number of pagenhich is in stack
v of i'th text page

v of i'th data page

v of i'th stack page

pte to a tet sgment page number

pte to a data ggnent page number

pte to a stack ggnent page number

pte pointer for ith text page

pte pointer for ith data page

pte pointer for ith stack page

The functionsstopteandptetors have trivial definitions in terms of these macros.

Page table entries as integers

In afew placesin the kernel, it is corvenient to dealwith pagetable entry fields en masse In this
casewe castpointersto pagetableentriesto be pointersto integersanddealwith the bits of the pagetable
entry in parallel. Thus

struct pte *pte;

*(int *)pte = PG_UW,

clearsa pagetable entry to have only an accesdield allowing userwrites, by referencingit asaninteger.
Whenaccessinghe pagetableentryin this way, we use the manifestconstantdeclarationsn the pteh file
which give us the appropriate bits.

THE KERNEL MAP

Definedin map.h. The kernelmapis usedto managethe portion of kernel virtual memory(KVM)
allocatedto mappingpagetablesof those processeghat are currently loaded. On the vAaXx-11/780 this
involves managingpagetable entriesin the first level pagetable,in the Usrptmap/usrptportion of the
Sysmap.The size of the KVM devoted to mappingresidentprocesspagetablesis setby USRPTSIZEin
numberof Sysmapentries. Note thatthis allows the mappingof a maximumof 64K * USRPTSIZEbytes
of residentuservirtual addresspace. The maximumcanbe achiezed only if thereis no fragmentatiorin



the allocation.

KVM requiredto mapthe pagetablesof a procesghatis beingswappedin is allocatedaccordingto
afirstfit policy througha call to the standardsystemresourceallocatormalloc. Oncea processds swapped
in, its pagetablesremainstationaryin KVM unlessthe procesgyrows suchthatit requiresadditionalpages
of pagetables. At that time, the process’pagetablesare moved to a new region of KVM thatis large
enoughto containthem. Upon swap out, the processdeallocateKVM requiredto mapits pagetables
through a call to the standard resource release raufiee t

Therearetwo macroswhich canbe usedfor corversion betweerUsrptmapindicesandkernelvirtual
addresses.

kmxtob(a) corverts Usrptmapindex to virtual address
btokmx(b) corverts virtual address tosrptmapindex
CORE MAP

The coremapstructureis definedin cmap.h. Eachentry of core map containseight bytesof infor-
mation consisting of the follaing fields:

c_next Index to the next entryin thefreelist. The sizeof this field (14 bits) limits the number
of page frames that carist in the main memory to 16K (8M bytes).

C_prev Index to the preious entry in the free list.

Cc_page Virtual pagenumberwithin the respectie segment(text, dataor stack). The sizeof this
field (17 bits) limits the virtual size of a processsggmentto 128K pages(i.e., 64M
bytes).

c_ndx Index of the proc structurethat owns this pageframe. In the caseof sharedtext, the

index is that of the correspondingext structure. The size of this field (10 bits) limits
the number of slots in th@oc andtext structures to 1024.

C_intrans The intransitbit. Importantonly for sharedext sgmentpageshut setfor private data
pagesfor purposef post-mortemanalysis. Indicatesthat a page-inoperationfor the
correspondingpagehasalreadybeeninitiated by anotherprocess.Causeghe faulting
processto entera wait stateuntil avakened by the processthat initiated the transfer
(Thisis logically partof thec_flag field, andis separatdecaus@f alignmentconsider
ations in the coremap.)

c_flag 8 hits of flags.
The meanings of the flags are:

MWANT The pageframe hasa processsleepingon it. The processo free it shouldperforma
wakeup on the page.

MLOCK Lock bit. The pageframeis involvedin raw /O or pagel/O andconsequentlyinavail-
able for replacement.

MFREE Free list bit. The page frame is currently in the free list.

MGONE Indicatesthat the virtual pagecorrespondingo this pageframe hasvanisheddue to

either having beendeallocated contractionof the datasegment)or swappedout. The
pagewill eventually be freed by the processwhich is holding it, usuallythe page-out

demon.

MSYS Systempagebit. The pageframehasbeenallocatedto a userprocessu. areaor page
tables and therefore wwilable for replacement.

MSTACK Page frame belongs to a staclgseent.

T Dueto theway in whichmallocworks, the KVM mappedby thefirst entryin Usrptmap(index 0) is not used.



MDATA Page frame belongs to a datayseent.
MTEXT Page frame belongs to a sharextteggment.

The coremapis the centraldatabasefor the pagingsubsystemlt consistsof anarrayof thesestruc-
tures, one entry for each page frame in the main memchyding those allocated teknel text and data.

The memoryfreelist, managedy memall andmemfreeis createdby doublylinking entriesin core
map. Thereverselink is provided to speedup pagereclaimsfrom the free list which have to perform an
unlink operation.

Therearea pair of macrosfor converting betweencore mapindicesand pageframenumberssince
no core map entriexist for the system.

cmtopg(x) corverts core map index to apage frame number
pgtocm(x) corverts a page frame number to a core mapxnde

The macrosfor manipulatingsegment pagenumbers,which we describedin the sectionon pagetables
above, are ery useful when dealing with the core map.

DISK MAP

Definedin dmap.h. The disk mapis a perprocessdatastructurethatis keptin the procesau. area.
The fields are:

dm_size The amount of disk space allocated that is actually used bygirese
dm_alloc The amount of pysical disk space that is allocated to thgnsent.
dm_dmap An arrayof disk block numbersmarkingthe beginning of disk areaghatconstitutethe

segment disk image.

The four instancef the disk mapallow the mappingof processvirtual addresseto disk addresses
for the parentdata,parentstack,child data,andchild stacksegments. Thetwo child mapsareusedduring
thefork system call serving to makoth the parent and the child disk images accessible simultandously

Eachentryin the disk maparraycontainsa disk block number(relative to the beginning of the swap
area)thatmarksthe bgginning of a disk areamappingthe correspondingegmentof virtual space.The ini-
tial creationof the sgmentresultsin DMMIN blocks (512 byteseach)pointedto by the first disk map
entryto beallocated. Thesedisk blocksmappreciselyto thefirst DMMIN virtual pagesof the correspond-
ing sggment. Subsequengronth of the segmentbeyond this size resultsin the allocationof 2*DMMIN
blocksmappingseggmentvirtual pagenumbersDMMIN through3*DMMIN-1. This doublingprocesson-
tinues until the sggmentreachesa size suchthat the next disk areaallocatedhas size DMMAX blocks.
Beyond this point, the sggmentreceves DMMAX additionalblocks shouldit requirethem. Limiting the
exponentialgrownth at this sizeis in an effort to reduceserere disk fragmentationthat would otherwise
result for \ery lage sgments.

Note thatincreasingentriesin the array mapincreasingsggmentvirtual pagenumbers.However, in
the caseof the stacksegment,this actuallymeansmappingdecieasingprocessvirtual pagenumbers.Also
notethatsincea sharedext segmentis staticin size,its diskimageis allocatedn onecontiguousblock that
is described by the xestructure fieldx_daddrandx_size

The maximumsize (in pages)hata sggmentcangrow is determinedoy MAXTSIZ, MAXDSIZ, or
MAXSSIZ for text, data,or stacksegmentrespectiely. Since the procedureshat dealwith the disk map
panicon sggmentlengthoverrun, settingthe maximumsize of a sgmentto a valuegreaterthanthatcanbe
mappedby it's disk map canleadto a systemfailure. To avoid sucha situation,the disk map parameters
shouldbe setso that possiblesggmentovergrowth will be detectecat anearliertime in life of a processy
chksize. Note thatthe maximumsegmentsize that canbe mappedby disk map canbe increasedhrough
raising aiy one or more of the constants NDMIN, DMMAX, and NDMAP

T These could actually be located on tleerlel stack, rather than in thearea.



INSTRUMENTATION RELATED STRUCTURES

Currently the systemmaintainscountersfor variouspagingrelatedevents that areaccumulatedand
averaged at discrete points in tim&he basic structure as definedsin.hhas the follaving fields:

vV_swpin
V_swpout
V_pswpin
V_pswpout
v_pgin
V_pgout
v_intrans
vV_pgrec
v_exfod

v_zfod
v_vrfod
v_nexfod
v_nzfod
v_vrfod
v_pgfrec
v_faults
v_scan
v_rev
v_dfree
v_switch

Process sap ins.

Process sap outs.

Pages svapped in.

Pages svapped out.

Page faults requiring disk I/O.

Dirty page writes.

Page faults on shared xésement pages that were found to be intransit.
Page faults that were serviced by reclaiming the page from memory

Fill on demandrom file systemof executablepageg(text or datafrom demandnitial-
ized ecutables.)

Fill on demand type pagadlts which filled zeros.

Fill on demand from file systems of pages mappedésd.
Number of pages set up for fill on demand frotecated files.
Number of pages set up for zero fill on demand.
Number of pages set up for fill on demand witbad.
Pages reclaimed from the free list.

Address translatioratilts, ay one of the abee categories.
Page framesxamined by the page demon.

Revolutions around the loop by the page demon.

Pages freed by the page demon.

Cpu cont&t switches.

The threeinstancesf this structureunderthe namesof cnt, rate and sumsene the following pur

poses:
cnt
rate

sum

Incremental counters for the alegevents.

The moving averagesfor the abore events thatareupdatedat variousintegral clock tick
periods. The relevant macrofor this operationis ave(smooth, cnt, time) which aver-
ages the incremental couritinto smoothwith aging fictortime

Accumulated totals for the ab®events since reboot.

EXISTING D ATA STRUCTURES
Herewe describefields within existing datastructureshathave beennenly introducedor have taken

anew meaning.

The Process Structue

p_slptime
p_szpt

p_tsize
p_dsize

Clock ticks since last sleep.

Numberof pagesof pagetable. This field is a copy of the pcb_szptfield in the pcb
structure.

Text segment size in pagesThis is a cop of thex_sizefield in the tet structure.
Data sgment size in pages.



p_ssize
p_rssize

p_Swrss
p_pObr

p_xlink

p_poip

p_faults
p_aveflt
p_ndx

Stack sgment size in pages.

The currentprivate sggment(data+ stack)residentsetsizefor the process.The resi-
dent setis definedas the set of pagesowned by the processthat are either valid or
reclaimable bt not in the free list.

The size of the resident set at time of lasipwut.

Pointerto the baseof the POregion pagetable. This is a copy of the pcb_pObr field in
the pcb structure.

Pointerto anotherproc structurethat is currently loadedand linked to the sametext

segment. Theheadof this linkedlist of suchprocessess containedn thetext structure
field x_caddr Sincethe sharedtext portion of the processpagetablesare duplicated
for eachresidentprocessattachedo the sametext sggment, modificationsto ary one

arereflectedin all of themby sequentiallyupdatingthe pagetable of eachprocesghat
is on this linled list. T

Count of numberof pageoutsin progresson this process.|f non-zero,prevents the
process from being sypped in.

Incremental number of pagauits talen by the process that resulted in disk 1/0.
Moving average of abeefield.

Index of the processslot on behalfof which memoryis to be allocated. During vfork,
the memoryof a processwill be given to a child, but the reverse entriesin cmapmust
still pointto the original processsothatthereverselinks will pointtherewhenthevfork
completes. This field thusindicatesthe original owner of the currentprocess'virtual
memory

The nav bits in thep_flag field are:

SSYS

SLOCK
SSWAP
SPAGE
SKEEP

SDLYU

SWEXIT
SVFORK

SVFDONE
SNOVM

The svapper or the page demon process.
Process being saapped out.

Contet to be restored from_ssaveupon resume.
Process in pageait state.

Prevents processrom being swappedout. Setduring the readingof the text sggment
from the inode during»&c and process duplication in fork.

Delayedunlock of pages.Causeghe pagesof the procesghatarefaultedin to remain
locked, thus ineligible for replacement, untipdicitly unlocked by the process.

Process wrking onexit.

Indicatesthat this processs the child in a vfork contet; i.e. that the virtual memory
being used by this process actually belongs to another process.

A handshaking flag forfork.

The parentof avfork. The processhasno virtual memoryduringthis time. While this
bit is set, thep_xlink field points to the process to which the memoag \gien.

The Text Structure
The nev fields in the tet structure are:

X_caddr

X_rssize
X_SWISS
X_poip

Pointsto the headof the linked list of proc structuresof processeshat are currently
loaded and attached to thigttsegment.

The resident set size for thixtesegment.
The resident set size for thixtesegment at the time of last sy out.

Countof numberof pageoutsin progresson this text sgment. If non-zero,prevents
the process from being sypped in.

T Used slightly diferently when otherwise unused durifgrk, seeSNOVM below.



The User Area Structure

The perprocesauserareacontainsthe u. structureaswell asthe kernelstack. It is mappedo afixed
kernel virtual addresqstartingat 0x80040000)t processcontext switch. The userareais swappedin and
out of disk asa separateentity andis pointedto by the proc structurefield p_swaddrwhen not resident.
The numberof pagesallocatedfor the process’userareaandkernelstackis six pagegUPAGES), thusthe

base of the érnel stack for a process is 0x80040c00.

The nav fields that hee been added to the structure are the foleing:

u_pch.pcb_cmap2

Containsthe copy of Sysmapentry CMAP2 at context switchtime. This kernelvirtual

addressspacemappingis madepart of the processcontext dueto the operationof the
processduplication code that implementsfork. Briefly, the processduplication is

accomplishedy copying from parentprocessVvirtual addresspaceto the child’s vir-

tual addresspaceby mappingit to kernelvirtual memorythroughCMAP2. Sincethis

canresultin faulting in the parents addressspace thus causinga block and context

switch, the mappingof the child memoryin the kernel must be savzed and restored
before the process can resume.

u_nswap Number of times the process has beeapped. Not yet maintained.

u_majorflt Number of &ults talen by the process that resulted in disk I/O.

u_cnswap Number of times the children of this processdiaeen svapped. Notyet maintained.

u_cmajorflt Numberof faultstaken by the childrenof this procesghatresultedin disk 1/O. Not yet
maintained.

u_minorflt Number of ults talen by the process that were reclaims.

u_dmap The disk map for the datagaent.

u_smap The disk map for the stackgiment.

u_cdmap The disk map for the childdata sgment to be used during fork.

u_csmap The disk map for the childstack sgment to be used during fork.

u_stklim Limit of maximum stack grownth. To be varied through systemcalls. Currently not
implemented.

u_wantcore Flag to causecoredumpeven if the processs very large. Setby a systemcall. Cur
rently not implemented.

u_vrpages An arraywith anelementfor eachfile descriptor Gives the numberof fill on demand

pagetableentrieswhich have this file astheir pg_fileno. If the countis non-zerothen
the file cannot be closed, eitherdgseor implicitly by dup2.

The Inode Structure.

One field vas added to the inode structure to supporvibadsystem call:

i_vfdent

This countsthe numberof file descriptorqfd’s) that have pagesmappingthis file with
vread. If the count is non-zero, then the file cannot be truncated.



